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SUMMARY

Computer—based speech training systerrts (CBST) are used to provide feedback to subjects with problems in spwch
production such as phonation. articulation and intonation. The aims of CBSl‘ are to display visually one or more
attributes of an uttn'anee to assist the speech and language therapist in the assessment of the subject's production
or to motivate the subject by providing feedback to reinforce the learning of speech skills.

This paper describu a CBST system called 0LT (Optical Logo-MW). 0LT provides visual feedback to the
subject by representing an utterance as a trajectu'y on a 2D 'phonetic map‘. The map is created by Sammon
mapping. a technique which defines. far a given set of N-D vectors. a non-linear pmjeeticut into a 2-D space The
data so for which a Sammon map is created is obtained by Kohonen‘s leaning vector quantisation from a mining
set of utterances from normal speakers.

The path plotted on the Summon map for a new utterance provides a qualitative comparison against a standard of
speech performance. 0LT also contains tools to make quantitative comparison and display the results.

0LT an be specialised to deal with particular speech training problems. Here results are pmted for an
experiment based on the pronunciation of the sibilant fricativs I]. s. z and zhl. Comparisons are given between a
subject with difficulty in articulating these sounds and normal speakers.

1. COMPUTER BASED SPEECH TRAINING AIDS

Some of the critical questions associated with CBST are :

e What kind of fwdbaclt is provided?

I How is the speech production of the subject evaluated?

I What guidelines forerrur correction does the system provide for the thu'apist and the subject?

- ls training limited to the phone level or is it expanded to the word and continuous speech levels?

I the (2351' eventually improve the learners' production?

- Does the CBST adjust its training targets as the subject improves her/his speech production '!

I What is the role of the speech therapist?

- How does the subject respond to Ihe feedback provided?
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CBST systems can be divided into clectro—physiological. aniculatory movement and acoustic. depending on the
basis of the measurements they use [I]. One of the most de\eloped physiological methods is electropalatography
(EPG). Which involves placing an anilicial palate into the mouth to record tongue-palate contact during speech
[3]. EPG has been shown to reveal defects of articulation and is proven to be a useful tool for the speech therapist.
However:

0 EPG can only he used to investigate phones for which tongue-palate contact occurs.

- In many cases the tongue—palate proximity is not_revealed.

- It cannot be applied unless an artificial palate is build for each subject.

- It is an invasive technique.

(In the other hand. acoustic systems like Speech Viewer [ll]. VSA [S]. ISTRA [2] and HARP [10] are user
friendly and alteran to motify the speech training. Almost all of them are based on automatic speech recognition
techniques. Visual feedback is provided in all cases using animation and various ways of rewarding the subject. for
instance in games based on rwognition scores. Sometimes. however. the targets the subject should reach are too
far away from her/his current alteran for recognition score feedback to be meaningful. Most of these packages
attempt todeal with all aspects of speech production and sometimes cannot be specialised to treat different groups
of users and special speech disorder cases. Furthermore. they do not present a visualisation of the speech events
and therefore cannot show where and how a pronunciation has gone wrong. Most importantly. many of these
recognition-based CBST systems do not consider the training of a user at the word level or in connected speech.
and so cannot train for coarticulation effects.

2. VISUALISING PHONETIC SPACE

Some of the previously referenced systems and other recent ones [8]. [l2]. attempt to visualise the phonetic space.
or part of it. in two dimensions '11:: aim is to project an articulation on to such a map so that the subject and the
therapist can see where an error occurs and how an articulation differs from normal. This visual repruentation of
speech can he turned into a computer game using animation techniques.

Kohonen used self-organising maps (SOME) to visualise phonetic space in his ‘phonetic typewriter' [6]. SOMs
map patterns in their input space to points in a suitably—chosen output space. usually a two-dimensional grid.
preserving topological proximity. By relating output grid activations in a trained net to the phones being spoken .
Kohonen effectively reduced the multi-dimensional features of acoustic-phonetics to two dimensions and provided
a Visual mapping of their similarities. By plotting the trajectory of maximum activation on the map as an utterance
is made one can view the path through the phonetic space. Kohonen also mentionul the potential use of such a
method in speech therapy.

SOMS were used for speech training in Reynolds and Tarassenko‘s 'visual eat” [9]. which addressed problems
related to the smoothing of the trajectory and the provision of a degree of temporal variance. These authors
demonstrated the viability of the method in learning pronunciation. Kohonen‘s team has explored the
maniculation phenomena present in the production of a vowel following a fricative using SOM: I7].

Hatzis developed a graphical user interface called V-AHISOM for experimentation and demonstration of SOM
phonetic maps [4]. VAHISOM provides displays and menus which allow the clustering on a SOM to be visualised
and trajectoria to be followed. The current work follows from VAHISOM and attempts to provide better display -
tools than that package. Recently. Nagayama et. al. have explored the application of another type of neural-
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network to phunetically decode speech and represent it visually. Their research is based on the non-linear rtmpping
technique called Sammon mapping [13]. In the work reported here we attempt to combine SOM and samman
mapping.

3. OPTICAL LOGO -THERAPY (0LT)

l. The interface and its functionality

0LT is at pment impiemented in C++ and runs on Unix machines. It deploys three windows. the map area, the
control panel and the samples pool [Fig 1,4]. In the map area wedisplay a 2D Sammon map and can superimpose
a speech trajectory Each node on the map is associated with a label (in this case a phone label), and different
phones have difl'etent colours. The arrows on the tt-ajeuury indicate the time-course of the ulla'anm The displayed
size ol 3 node on the mp can varydepending on how my bit: it has rmeived through the whole duration of an
utterance. This provida a way of examining the quasi-steady end transient states of the utterance to provide visual

figure 1 : OLT - The train mlp are: and the trflectory ‘iJM’

 

fwdlmck about comiculation. More than time speech trajectory can be displayed at the same time on the map with
different cnlurs and styles and width so that utterances can be easily compared [Fig . 6]

Six hulttms are placed on tap of the map window:
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- REC allows a new uneranoe to be recorded and stored, with the results displayed on the map. Record and
display does not. Is yet. work in real—time - there is a short delay before the trajectory appears on the map.

- PLAY plays back an utterance through I speaker (either the last one recorded or one selected from a pool) and
displays its trajectory.

- DFl‘ computes and displays the DFT spectrogram of the utterance last played. using software in the 06] tools
package (Fig. 5]

The lower row of buttons pmvide various statistqu information and displays about the current utterance:

0 DLSTANCES brings up a display [Fig 3] which indicates the closest nodes on the map through the tintecourse
o! the utterance and the distance between the incoming data vector and the bestsooring node. This is mm! to
provide a visualisation of the course of comiculation
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Figure 3 : 0LT dlslnnos graph Figure 1 : 0LT frieatives hits

 

' FRICATWES was added for the current instigation and brings up a displayol' l‘ricative quality [fig 2]. in the
form of: bar chart showing hits for the [our fn'cuivcs nfinlerest.

| NOD55 gives access to detailed information related to the nodes on the SAMMON map.

The control panel [Fig 4] provides molt which handle the events which are displayed in the map area; For
instance there are configurable attributes for the drawing of the speech trajectory such as color. style. and width.
Theseare used to portray clearly lwoormorerpuh mjeetorim on thesememap. no user can also set the
duration of the recording in msec. recording level and pllybnck letel. Utter-anus already storm can be recalled.
replays] and displayed on the map lay selecting them from the sample pool. The utterances which are in the pool
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are defined by a directory mask. so that for instance all the attempts by 3 single speaker, or an me unsung“ of a
particular phone, can be readily accessed.

Pith Enllnr.’

Pith Style

Path ll'idih (pinelsl

ilecnrd matron (riser)

hetord Level

Play Level

Hits

ham utterances mg
Utteranre Mane ur Dinost eeleslave

Ul‘lmnte Ill 1

hip lieu fries

Unit rElear rilelp

thap rPoul rPaHt

  

Figure 4 : The 0LT control penal Figure 5 : Segmenulltm Ind llhelling of II! utterance

II. How 0LT works

The input to the 0LT system is a series of 9D vectors - 8 Mel Frequency Cepstral Coefficients together with
overall energy The frame rate is lOmsec. Kohonen's Learning Vector Quantisation [15] is used to obtain a set of
feature vectors represemative or the clusters in the input data. The Simmon mapping technique is then applied to
reduce the 9D refmnoe vectors to points in a 2D space. Sammon mapping is a non-linear projection based on
fitting N points in the 2D space such that their inter-point distances approximate the corresponding inter-point
distances in the 9D space. The trajectory of In utteranne over a Sammfll'l map is obtained by finding, for each
vector, the closest reference vector on the map. The sequence of these 'winners‘ defines the trajectory.

4.EXPEHIMENTS

We report on an (unfinished) experiment using 0LT to assist in therapy for a subject who has difficulty in
pronouncing the silsilsnt fricatives I]. s. z and zhl. "nus is I direct application of the system to a specific clinical
case and shows how a map appropriate to the case can be constructed

The speech impaired subject is an adult English male. He was selected because a perceptual analysisof his speech
suggested that all of the target sih‘tlant t‘ricatives ll. s. 1. and 1.11! were produced Iatflally. rather than centrally.
That is to say. the perceptual impression was of an airstearn which escade over one or both lateral margins of the
tongue. rather than centrally along a median lingual groove, One ofIi-te effects ofthis rnisarticulation is to blur the
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perceptual distinction‘belween the alveolar and post alveolar targets. Thus the subject's misaniculaled Is! is

perceptually indistinguishable from his rnlsartiailation oflll. even rhnugh he may be making ounslslently different

lingual gesture: in an attempt to dislinguish them [l5].

We ommuued a map for fricativn unuances from six normal speakers. also male, adult and English. To provide

a fixed context for the fi'icative aniwlalion, the was spoken were VCV ulteran of the form fl X ul. Where X

ls ls. l. at: ah}. Each of the normal spukus remtdud 11 repairions of lhae sounds. 44 utterances in all. That:

uunranoes were segmented. manually and labelled as shown in (Fig. 5]. The data from 4 of Ihe normal speakers

was usedminln themap and them was used latest [hemmeyon classification. Ales! vecla' isclassified

correctly. if its label matches the one ofthe closest reference vector. Based on that the overall success rate for all

the nesting input was 34.53%

The trajevtwlel observed on the map fer the test weaker: were sufficiently date to those for the training speakers

to lead us to hope that the frieative map pmvides a useful backdrop for this training task,

Figure 6 : A comparison of l speech Impaired nlhkd (solid line), with a normal speaker (dashed

line) pmmunclng the utterance ‘Laiu‘.

 

'[he speech—impaired subject shwws clear abnormalities in hls vowel-fricatlve-vowel u-ajeciorlu. which are

omsislent wilh hla ‘lateralising' problem. (Fig. 6| shows a normal trajectory for 'i.I.u' and an abnormal trajectory,

which hits the U] cluster rather than the [5] cluster. The speech impaired’subjeet spoke It a normal rate. However

When he articulates the same uueranue slowly. the qualin of his speech significantly deteriorate: and he cannot not

reach the centre of any frlcallve are: on the map Fags. 7.8].
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Figure 7 : Abnormal ‘i.s.u’ - slow rate of speech Figure 8 : Abnormal ‘IJM’ - normal male nfspeech

5. FUTURE PLANS
Work on 0LT is still at an wly stnge. The eventual aim is to provide a toolkit for studying the articulation ofa
tubject and providing the subject with visual feedback to her impw‘re hedltis pronunciation. We have
demonstrated the creation of this visual feedback in the form of a trajectory in2D 'phonetic space', where the
display can be teilored to the needs of n panicular subject or subject-group.

Much work remains tn be done. We lntend to address:

Adding a final supervised learning stage, as suggested by [8] to provide a transformation diretzly from the input
vectors to Snnunon map ooordinnles. This should produce smoother trajectories than the existing technique of
finding the nearest reference vector.

Automating the segmentation and labelling stage used in training using Iligment with an ASR device.

Displaying map coordinates in real time. as the subject spells.

Adding animation to improve the dispily of an utterance trajectory.

Development of 3 library of pro-prepared maps for common problems in speech therapy and for different subject
youps.

Maps which adjust themselves with time es the subject's articulation improves.
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