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1. INTRODUCTION

Antomatic speaker recognition has been the subject of extensive research over the past two
decades [1-4]. An outcome of this has been the development of systems that are highly reliable
when used with relatively clean speech signals. Many practical applications of such systems,
kowever, necessitate the transmission of speech over telephone chennels [5,6]. As a
consequence, the speech signals are subjected to degradation by varions sources. Amongst
these are the transmission channe] filter, channel noise, and also environmental noise such as
crowd babble or other farms of background sounds. )

The main effect of the channel filter is the spectral distortion due to a non-flar frequency
response in the pass-band. An additional problem is that ¢hannel filter characteristics change
randomly from one call to another, This can lead to a significant mismatch between the training
ard test utterances from the same speaker. Such mismatches, and the consequent increase in
the verification error, may also result duc to the undesired noise events stated above or
because of involuntary speaker generation variations. Since automatic speaker verification is
being considered for such important applications es telephone banking and access to
confidential information on databases, it is believed that an employable system must be able to
exhibit an acceptable Jevel of robustness under varying operational conditions.

This paper presents an investigation into methods for improving the performance of speaker
verification under adverse conditions. A number of approaches considered for this purpose are
compared, and detzils of the experimental work and results are presented.

2. LINEAR SPECTRAL DISTORTION

A significant problem in the automatic speaker verification operation in practical applications,
as statad earlier, is due to the variability of the characteristics of the communication channel
filter. It has been found that the short-term spectral features (e.g. cepstral, mel cepstmal,
perceptual linear predictive (PLP)-cepstral) which perform well when speech signals are
recorded under clean and stationary conditions, are vulnerable to such variations [7-9]. To
tackle this problem a oumber of techniques have been developed which aim to introduce
robustness into spectral features [9-11]. Most of these are based on the post-processing of the
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cepsuﬂmmmmmeamofmpcnngchanmlmlmedmfmmmnandpahapsothamnses
of data mismatch. An effective method in this category is the cepstral mean normalisation
(1,6.12). Since the channel filter magnitude response is additive in the log spectra domain, its
effects can be minimised by removing the global mean of the log spectra. The approach, which
is based on the assumption that the channel is both linear and time invariant, involves the
removal of the bias content of the cepstral feature vectors. This is carried out by computing the
average cepsiral feanme vector across the given utterance, and then subtrecting this from
individual featare vectors before using them for the generation of a reference model or

conducting a verification test [6). The operation can be described mathematically by expressing
the effects the channel filter on the cepstral vectors as:-

§ =c, +h, 1SiSM m

whmﬁmmsohwvedcepsuﬂvmqmmeinputspmhoepmvmﬁisﬁe
channel filter cepstral vector, and M is the number of featnre vectors within the given
utterance.

The compensated cepsiral vectors are obtained by:-
&, =%-¢, 1sisM (2
where €, is the global mean vector, ie.

- 1.
c- =E§¢l : (3) i

Incvitably, this method also removes the average speech spectrum which contains speaker |
specific information The adverse effect of this on the verification performance might be
particularly significant when the utterances are too short [13]. It has, on the other hand, been
demonstrated that [14,15] the global mean of the speech featre vectors exhibit significant
intra-spesker variability over time. This may unfavourably affect the verification accuracy.
Furthermore, the mean speech spectrom is influenced by variations due to speech effcrts and
health {12]. Tt is thercfore concluded that the use of the above method with clean speech
results in the minimisation of the inter-session variability, and for telephone quality speech it
also leads to the removal of the spectral shaping imposed by different commmmication channels.

The minimisation of the transmission channel effects may also be achieved through the use of
delta cepstral parameters [15,16). The original motivation for the use of delta cepstral vectors
was to capture the transitional spectral features of speech. These vectars are obtained as the
weighted combination of the differences between K pairs of the observed cepstral vectors
which are 2k frames apart, where k=1,2,.. K. ie.
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where Ac, is the i delm cepstral vector and { ¢ is a coefficient whose value depends only on
K.

If the channel filter is assumed to be linear and Gme-invariant, then based on equation (1} it
becomes evident that delta cepstral vectors are channel invariant, ie.

f 4
={ e 2 k(€ — Sk 1SisM &)}
=}

It has, however, been demonstrated that in most cases combining delta cepsiral and mean-
nmmahsedeeparalfeamesdoesnotleadwamgmﬁmmmpmvmtmmgmn
nmmahsedecpsﬂnlfeatumsalone[lz]

3. SPEECH VARIABILITY DUE TO ANOMALOUS EVENTS

Another very important factor to consider in automatic speaker verification is that of undesired
variations in speech characteristics due to anomalous events. These anomalies can range from
channe! and environmental noise to uncharcteristic speech sounds from the speakers. The
resultant mismatch between the comresponding test and training patterns is known to reduce
the vezification accuracy significantly [17-19].

Due 1o the absence of accurate information about the existence, level, and nature of speech
degradmonmmmulapphmms,:thasbempmposedmmmdmembusmasmmthe
verification operation by nommalising the verification scores appropriately [18-21). The
approach is based on the concept that if anomalous events in the test utterance cause a
spenkﬂ‘sscmagammhs(ha)ownmddwdngmde.ﬂmnmemohmmdformcm
speaker against certain other models in the set axe also affected in the same way. As a result,
memuofﬁemfumemum&lmammdmmromummm
remains relatively unchanged. The use of this ratio instead of the absolute score for the target
speaker should therefore be expected to improve the verification performance considerably.

An effective score normalisation method for the above purpose is that based on comparing the
given test ntterance against the model of the proposed speaker, as well as, agrinst the models
of a cohort of other speakers assigned to that particular speaker [19}. The assigned speakers
are those whose models are most similar to that of the proposed speaker, and are selected a
priori. In this technique, the ratio of the scare for the proposed speaker to the mean cohort
score can be compared against a pre-set threshold for the verification purpose.

Proc.1.0.A. Vol 18 Parl 9 (1996)



Proceedings of the Institute of Acoustics

SPBAKER VERIFICATION IN TELEPHONY

A somewhat differcat approach in this category [21] consists of normalising the score for the
proposed speaker by the average of the top N scores for all the registered speakers in the set.
As & consequence, & dynamic normalisation factor is provided by allowing the selection of the
competitive speakers in each test to depend an their relative scores on that particular occasion.

Although, the sbove two methods have been examined in independent studies, their relative
effectiveness has not previously been investigated. It 'is therefore proposed to compare the

performance of the two approaches under identical experimental conditions. Details of this -

comparative study is presented in section 5. In the remainder of this paper these normalisation
methods are referred to as cohort and unconstrained cohort respectively.

4. SPEECH DATA AND FEATURE EXTRACTION

The speech data adopted for this study was a subset of the BT Breat datebase [6). The subset
consisted of 47 repetitions of digit utterances one to nine and zexo spoken by 11 male and 9
female speakers. It was collected from telephone calls made by speakers from various
locations. For each speaker, the first 3 utterance repetitions, which were recorded in a single
call, formed the training set. The remaining 44 repetitions {one recorded per week) were
reserved for testing. :

For the purpose of the experimental study, utterances were pre-emphasised using a first-order
digital filter. Each utterance was then segmented into 25 ms frames at intervals of 12.5 ms
using a Hamming window, and subjected to a 12®-order linear prediction analysis, The
resoltant linear predictive coding (LPC) coefficients for each speech frame were appropriately
analysed using & 10™-order fast Fourier transform, a filter bank, and a discrete cosine transform
to extract a 12%-order mel-frequency cepstral feature vector (22,23].

In order to reduce the effects of linear spectral sheping imposed by the commwnication
channel, cepstral feature vectors were subjected to the mean normalisation technique described
in section 2.

5. EXPERIMENTAL WORK. AND RESULTS

This section provides the details and results of the experiments conducted to examine the
effectiveness of the considered normalisation methods for speaker verification in telephony.
The study was carried out using a text-dependent Hidden Markov Model (HMM) speaker
verification system. Speakers were modelled by a set of four-state left to right HMM's
representing individual digit utterances. The observation probability for each state was a
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continuous density function described by a mixture of two Gaussian densities. The covariance
matrix of the probability distribution was assumed to be dingonal, and the initial ‘model
parameters were estimated using a modified K-means algorithm (24]. -

The experimental work consisted of speaker verification trials using individual digit utterunces.
The main aims of these tests were to compare the performance of the cohort and unconstrained
cohort normalisation techniques, and also to examine the dependence of their effectiveness on
the size of the set of competitive speakers.

For the purpose of cohort normalisation the selection and assignment of competitive speakers
was carried out in the following manner. The verification system was trained for individual
speakers, and then, for each digit utterance, the training repetitions from each speaker were
compared against the corresponding models of all other speakers in the set. The speakers who
 were most competitive* with each registered individual were selected using the pair-wise
comparison method [19]. The process was repeated ten times to cover all different ten digit
utterances. As a result, each registered speaker was assigned a set of text-dependent speaker
cohorts. For unconstrained cohort normalisation, on the other hand, competitive speakers were
determined during the actual test trials.

The baseline verification scores were expressed as log likelihoods, i.e.
b g =logL, ©®
where L, denotes the likelihood for the i* speaker. The normalised scores were obtained by:-

- N
) —%lz,logl.; m
el

where N is the size of the adopted set of competitive speakers and L] are the likelihoods for
these.

The first set of verification experiments was conducted by incrementing N from a minimum of
1 to a maximum of 19. This was due to the fact that there were only 20 speakers in the set.
Figure 1 illustrates the results-of this study in terms of the average equal error rate (EER) as a
function of N, in each comsidered case. The EER obtained using unnormalised verification
scores is also given in this figure as the baseline. These results clearly confirm that the
verification sceuracy can be significantly improved by normalising the test scores appropriately.
It is observed that the EER for the cohort method decreases almost exponentially by increasing
N from 1 to 15. As the cohort size is increased beyond 15, the verification error starts to
increase gradually, Figure 1 also shows that only for values of ¥ of up to 2 this error mte is
larger than that obtained using unnormaliscd verification scores.
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A very important part of the experimental results is the considersble difference between the
performance of the two normalisation techniques in favour of the unconstrained cohort
approach, particularly for small values of N. For very large values of N, the two methods are
almost identical and lead to very similar results. The superior performance of the unconstrained
cohont method is believed to be due to the way the competitive speakers are selected in this
method. Although it can be argued that in the case of true speakers the two methods are
almost equally effective, When the test utterance is spoken by an impostor the unconstrained
cohort method tends to exhibits a better performance. This is because in this method, mlike in
the cohort approech, the competitive talkers associated with registered speakers are not pre-
selected. As a result, when a speaker from within the set (as has been the case in the above
expeziments) claims the identity of another speaker, he (she) is very likely to score higher
against his (her) own model, and also perhaps against some other models in the set, than
against the target model. The small EERs obtained with this method for very small values of N,
and in particular for & value of ¥ of 1, confirms the above argument.
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Figure 1. Verification performance of cohort and unconstrained
cohort normalisation methods based on driwing impostors
from within the set of registered speakers.

In practical applications, the impostors are more likely to be from the outside the set of
registered speaker than the inside. In such cases, the unconstrained cohort method would again
be expected to produce & lower false acceptance error than the cohort method. This is because,
as stated before, the method allows the speakers in the set whose models are most close to the
impostor’s utterance to compete with the target model. It is thought that if the speaker set is
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adequately large, there is always a high probability that an impostor targeting a particular
speaker, will score higher against one or more models in the set other than the target one. In
the cohort method, on the other hand, the competitive speakers are those whose models are
closest to the target speaker model, and not necessarily to the impostor's utterance, As a
consequence, the impostor's score against these competitive speakers may not necessarily be
higher than that ageinst the target speaker,

In order to investigate this case further, experiments were conducted by dividing the speaker
set into two equelly populated subsets. In the first set of experiments the verification system
was trained for speakers in subset 1, and the impostors were drawn from subset 2, A second
set of experiments was then carried out by interchanging the roles of speakers in the two
subsets. Results of these experiments are given in Figure 2.
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Figure 2. Equal error mates in speaker verification experiments using impostors from outside
the group of registered speakers. '

{a) Subset 1: registered speakers, Subser 2: impostors.

(b) Subset I: impostors, Subset 2: registered speakers,
It is observed that in both cases the EERs obtained for normalised verification scores decrease
almost exponentially with an increase in N. The results also show that the EER for the

unconstrained cohort method is consistenty lower than that for the cohort method. This, as
suggested earlier, is due to the lower false acceptance error in the former method. It is,
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however, seen that since in the present cases the impostors are dawn from the outside the set
of registered speakers, the EERS obtained with the unconstruined cohort method for a cohort
. size of 1 are not as small as before.

6. CONCLUSIONS

An investigation into the performance of automatic speaker verification n telephony was -

preseated. The study included a coverage of the effects, on the verification performance, of the
telephone channel and also methods for reducing these. For the purpose of minimising the
effects of mismatch between the corresponding test and training utterances, two score
normalisation methods, i.e, cobort and unconstrained cohort, were considered and compared.

Verification trials were conducted using impostors from the within as well as without the set of
registered speakers, The results of the investigation showed that the vesification performance
could be significantly improved by normalising the verification scores appropriawly. The
results also showed the performance of the unconstrained cohort normalisation method to be
consistently superior to that of the cohort method. ‘This is believed to be due to the fact that
the cohort method attempts to improve the verification accuracy only by reducing the false
rejection errur. The unconstrained cohort method, on the other hand, reduces both false
‘rejection and false acceptance errors. As a result a lower equal error rate can be achleved with
this method.
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