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1  ABSTRACT

The use and development of Virtual Reality (VR) has been growing steadily in recent years. Whilst
most of the efforts have been focusing in the visual techniques to allow a more truthful and immersive
experience, the corresponding realistic audio component has been slightly neglected. A novel
approach for providing free walk-throughs in a Virtual Reality context using game engine capabilities
is proposed in this paper. The latter unfolds as a Unity3D plugin combining the Oculus Audio SDK,
the FMOD audio middleware and the manipulation of ambisonic room impulse responses (RIR). A
3D computer model .of an existing library/venue in London has been used to demonstrate the
capability of the plugin. The effect of initial guess, the distance between RIR measurement points and

the user movement velocity were investigated in detail. It is found that the proposed methodology is.

robust and has the ability for letting the user freely move through the room within a VR scenarlo whlle
experiencing the (measured or simulated) acoustic response of the’ space. .

2 INTRODUCﬂON

Computer 3|mulat|on of .room acoustics has been developing since the late 60's in parallel to
development of the required technology to carry it out. Since the first 2D models created by
Schroeder! to the latest Round Robin in acoustic simulations?, the interest of the acoustical
community has been focused toward the creation of acoustic virtual environments, i.e. aiming at the
prediction and emulation techniques of acoustic behavior in virtual spaces, within a set of identified
“limits. This ultimately led to investigations on best-spoke audio reproductlon methods; on how to
recreate at best the acoustic impression of the said environment.

A significant output from virtual acoustlc investigations is nowadays commonly known as auralization,

defined as “the process of rendering audible, by physical or mathematical modelling, the sound field
of a source in a space, in such way as to simulate the binaural listening experience at a given position
in the modelled space™. Auralization is thus an artificial binaural reproduction technique that

processes sound signals with Head-Related Transfer Functions (HRTFs) and synthetizes them into -

a dual-channel signal information (Left and Right ear channels) that can be later reproduced throuigh
headphones; a process also termed as binaural syntheSIs

Auralizations are often used for prospective acoustlc design of rooms as they convey the intrinsic
characteristics of the space and makes them audible in a familiar way. They are a strong front-end
tool allowing a hearing description of the generally back-end and highly theoretical computer
prediction results. They allow a more reality-friendly approach of any kind of virtual space; may they
be already existing, yet to be built or destroyed through time. Usually, the simulations have been
static, providing the response of a specific room between a source and a receiver with no optlon for
the user to freely move around.
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Whilst few dynamic auralization solutions have been developed in the recent years4567 the
application herein described presents the methodology to provide an upgraded VR-friendly
experience with an additional degree of freedom allowing the user to freely move within a virtual space
while still experiencing the acoustics of the room in a binaural and dynamic way. '

3 AUDIOINVR

To properly grasp the richness of auralizations and their usefulneés‘ in the audio industry, onebmust
first understand the common state of work for audio rendering as well as the new realm of pOSSlblhtIeS
that has been brought by the advent of VR technologies.

Audio rendering is usually associated with audiovisual activities such as cinematic or gaming content.
Whilst video rendering has benefited from significant advances for the past years or decades, the
standard of audio realism has remained relatively low. This is mostly due to the inherent nature of
both audiovisual contents, i.e. a screen based medium. Advanced audio rendering techno10gies have
been relatively minimized during this period due to'their conflicting potential with the main medium —
the video screen — as they could bring inconsistent or confusing auditory cues to the spectator, leading
to a general disruption of the audiovisual immersion, e.g. strong sound localization effects for rear
sound reproduction in cinematic or gaming conflguratlons instead of ambient fill effects. However, a
- few improvements to 3D audio rendering where made in first-person game environments where the
latter could provide tactical assistance to the player, usually being headphone-based. Such potential
applications nurtured the development of better spatial sound technology.

Audio rendering in both applications is nonetheless conducted by intuitive mixing of different sound
elements and effects, as one would do for a song mastering. This is conventionally more the case for
cinematic content but alsc applies for gaming audio where it would additionally include the potential
player's interactivity with the different sound elements within a certain environment. The latter mixing
usually approximates the sound field by taking a crude estimation of its reverberation component and
lump it to several filters for reproducing distance sound attenuation curves, frequency filtering, echoes
or delays, etc. Still, such approximation of sound propagation is far from the physical world behavior,
which is substantially more complex and involving a very critical human analysis of its sonic
components. The approach of intuitive mixing thus overly simplifies the continuous changes of
environmental acoustic effects, such as occlusion by hard boundaries, diffraction around objects,
diffuse and/or specular reflections from surfaces, as well as ‘sound absorption from boundary
materials. However, the ever-increasing gaming market led to new challenges and ultimately rose the
concept of pairing realistic audio to realistic video, trylng to mimic at best the latter acoustic
phenomena. : -

.One of the latest advances with the most impact in the interactive industry is Virtual Reality (VR),
providing the user with an increased sense of (virtual) consensus reality through a Head-Mounted
Display (HMD). This new type of virtual immersion changes everything, as the user can now rotate
his head in every possible direction whilst seeing a continuous visual scene updated by  his
movements in real-time. Such technology is sure to provide a new gateway to audio rendering
applications.

Whilst VR is resolutely focused on its ‘video-ready’ aspect, actual audio rendering capabilities for VR
are still not at the highest level they could be. Signal processing improvements have enabled the
incorporation of real-time HRTF convolution of dry acoustic signals within game engine -
architectures®2.10.11.12 but solutions that provide accurate acoustic characteristics of spaces, in plugin
format, are not commercially available. To achieve a user satisfactory immersion in VR environments,
it is therefore of the upmost importance to create spatial sound that matches the visual impression —
convergence of at least two senses, vision and audition. A source signal interpolated through binaural
synthesis would bear perceptional cues amended by spatial components defined by the acoustic
parameters of the virtual space and the HRTF characteristics being modelled; separating the sound
intensities and delays that each ear needs to hear..
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Adding movement dynamism to such real-like sound reproduction, so that it matches the user's body
or head behavior, would significantly help in increasing the user immersion W|th1n the virtual
environment. .

The incorporation of acoustically simulated auralizations into VR thus results in a two-fold advantage,
viz., (i) a more accurate capture and reproduction of the different 3D soundfields than standard audio
engine capabilities. (i.e. acoustic simulations vs. intuitive audio mixing), and (ii) the ability to rotate the
recorded soundfields with spatial-dependent auditory cues, thus enabling audio dynamism.

4 SYSTEM DESIGN
4.1 Overview

Figure 1 displays a block diagram consisting of the most relevant elements involved in the plugin
implementation. The details of the application are described in the subsequent sections and the
following describes a high-level series of tasks executed by the application. Get FMOD to load the
"OculusSpatializerFMOD.dIl" plugin. Read a specific directory structure (with the stored RIR), and if
there are quad-channel directories found, load them as a quad-channel DSP. Read the local Impulse
Response directory and creates a list of them and echoes the length of time it took to load the files to
the console. Loads a byte array for every ImpulseResponse called "LoadlmpulseResponseChannel",
‘which consists of 4 “FMOD.System” channels, i.e. X, Y, Z and W. Adds the amount of total Impulse
Responses per channel to itself Creates a 2-dimensional grid of positions based on-the Impulse
Response directory/files, and loads them into an array (see Section 3.5). All later calculations include
the base offset (where the grid begins vs the scene) on an ad-hoc basis (see Section 3.3). Check that
system is capable of loading and playing 5.1 mixable multichannel speaker mode via FMOD, and test
it by loading and playing the Anechoic sound file on loop, through the FMOD channel group that the
reverbs are loaded into. Get current position, calculate the nearest 4 grid points and use those to
calculate the gain level for the reverb (see Section 3.5). Add a new Reverb DSP applied to the sound
source, for each grid point that the player is closest to, with a gain-level based on the position (see
Section 3.5). Get current position & vector/heading information from Oculus Rift and let FMOD's
Oculus ambisonics integration calculate the 3D audio attributes. Convert current player position &
heading information to FMOD-vectors, attach the updated 3D ambisonics info, and attach them to the
game engine listening agent. :

: !vwmﬁ ‘ ol e e |

RIR
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Figure 1 Block diagram of the plugin architecture
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4.2 Acoustic input data géneration

There are two main methods of obtaining the ambisonics RIR that are relevant for this application,
- viz., (i) by measurement or (i) by simulation. Measurements are better used when the space already
" exists.and it is available to measure using adapted microphone systems'3. Simulations are expected
to be used when the spaces do not exist and thus are not available for physical measurements.

It should be noted that the proposed methodology does not intend to be used as a live feature,
meaning that it is required to pre-compute (“pre-bake”") the acoustic information of the sceneries prior
to the execution of the plugin within the game engine architecture. The reason for this is that the
computational time required. for simulating acoustically accurate RIR does not allow for a real-time
walkthrough calculation. It is acknowledged that there are several commercial and research
-applications that suggest that an actual real-time acoustic processing is possible such as Enscape,
AMD, or other research centres'4, however these solutions do not provide either the full technical
description of how they work or any example to trial them.

4.2.1 Measurerhent of ambisonic RIR

In order to process the audio with a 3D spatial component, the recording of the RIR needs to be
carried out with an ambisonic microphone. One of the advantages of ambisonic measurements is the
ability to capture and reproduce a specific sound field regardless of the final audio reproduction
configuration. The ambisonic encoding (A-format/B-format) captures the 3D spatiotemporal
incidences of sound, which with the corresponding equations and the appropriate post-processing.
allows the user to decode and manipulate the spatial sound field of the recorded audio into any
designed audio configuration (D-format), e.g., stereo, full-periphonic and pantaphonic sound
reproductions, binaural, 5.1, etc. , .

There are number of commercially available microphones that allow recording in ambisonic format.
These transducers usually consist of a tetrahedral microphone array, transcribing the acoustic field
by using four near-coincident microphonic capsules, resulting into a four-channel format called A-
format (LFU, RFD, LBD and RBU channels). Such encoding format is however relatively complex to
use for straightforward sound decoding, and is thus commonly reformatted intc B-format — the four
channels W, X, Y, and Z for 1st order ambisonics consisting in the combination of A-format channels
(see Figure 2) — allowing a better manipulation of the sound field reproduction. The recording of the
actual RIR is the same as the recording of any RIR with the requirement of usmg a multichannel
recordlng device as 4 channels are being used instead of one.'516.17.

L . " i
VLR~ Rm -RBY
2= LRY~ RED~ LBD # REY

Figure 2 A-format microphone capsule conﬁguraﬁon and subsequent B-format encoding (-:nquatio'ns18
using tetrahedral microphone capsule information. LFU = Left Front Up; LBD = Left Back Down;
. RFD = Right Front Down; RBU = Right Back Up.
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4.2.2 Computei' modelling

As previously mentioned, acoustic simulation of the virtual space can be also used for obtaining RIR™®.
This requires dedicated software that can calculate and export RIRs in ambisonic format, such as
CATT-Acoustic, ODEON or EASE, enabling the creation or import of a virtual 3D CAD model of the
space and the ability to assign specific acoustic properties to the model boundaries, viz., absorption
and diffusion. It is to be noted that most of these software work under the statistical and geometrical
formulations of acoustics, therefore limiting the extent of acoustic simulations to a certain frequency
range and to airborne sound. Although it is obvious that the virtual environment would be as good as
the simulations that are generated, there is enough evidence that, when used appropriately, the
acoustic software can accurately reproduce the acoustics at any given point?°. In the case study
presented is section 5 no simulation was used and only measured RIR were used.

4.3 Spatial colocation

One of the key points of the proposed plugin is the use of the superimposition theorem, where the
visual and acoustical information are superimposed in space and time.. The only common feature of
those two-otherwise independent models (visual and acoustic) is their absolute location in space
(base offset coordinates). These absolute ‘X’ and 'y’ coordinate values must be shared by the two
models which will- be run-concurrently within Unity3D. This will provide a sense of comfort for the user
as the visual and acoustical clues are expected to be in total synchronicity.

44 FMOD & Oculus Audio SDK

The core processing of the plugin lays within the FMOD middleware, an audio rendering APl which
can be used for auralizations or audio spatialization purposes?'. FMOD has an advanced plug-in
architecture that can be used to extend the support of audio formats or to develop new output types,
e.g. for streaming. The main function of this audio library it to carry out the real-time convolutions
between the input RIR ambisonic files and the anechoic files, thus convolving the chosen anechoic
- file with the four B-format channels per position.

-One of the out-coming challenges of such operation unfolds when one tries to integrate and overlay
the real-time convolutions applied to a sampling grid of RIRs throughout space with the user’s position
-and head orientation information when navigating within the model. To perform this, the information
continuously recorded by the VR headset in the game engine is used, i.e. the gyroscopic angular
values of azimuth and elevation along with the player's location coordinates are constantly updated
and sent via UDP communication to FMOD, therefore allowing a real-time decoding of the location
dependent RIRs as they are triggered by the player's movement22, This unveils another problem,
consisting in the RIR selection.as the player moves in between different RIR measured locations.

. 4.5 RIR selection

A game controller is used to allow the user to move around the space, whilst the VR headset allows
for a 3D dynamic perception of the said environment. The location of the user provides the x and y
coordinates within the room grid, where the RIR’s have been previously measured or simulated. The
specific (x, y) coordinates of the user in relation to the RIR coordinates will determine which RIR are
to be used at any moment in time. The plugin will always consider four RIRs corresponding to the
four nearest RIRs with respect to the instantaneous user location. Each of these four RIRs is assigned
with a gain weighting — equivalent to a fader value in a mixing desk — and simultaneously convolved

~with the anechoic file. It should be notedthat, in fact, there are 16 files being simultaneously
processed at any given time as each of the active RIR will consist of the four X, Y, Z and W ambisonics
channels. , i

Figure 3 displays the RIR selection process. At any moment for any position of the user, the distances
between a user location and the predefined grid locations are used to apply certain gain to each RIR. -
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Table 1 displays an example with specific values for a user location and its resulting gain. This gain
is then applied to the real-time convolution in FMOD.

¥ Jort=t,

© Non-used ambisonics RIR

@ Primary ambisonics RIR; Gain= A4,

A Secondary ambigonies RIR's; Gain = (1~ 44,
£ Tertiary ambisonics RIR's; Gain = A(1-.4,)

W Quaternary ambisonics RIR; Gain = (1- AJ(1-4,)
v : @ Userlocation Xy, 4 "
o0 © O O  d Grid distance between RIR

Yi

Xy x
Figure 3 Example of the RIR selection based on the user location

Table 1 Example of the coordinate values for a user position and its cofresponding gain value

| xm) Y(m) Gain
" User location 8.75 4.75 -
Primary RIR 9 5 0.5625
Secondary RIR 9 4 0.1875
Tertiary RIR 8 5 0.1875
Quatemnary RIR 8 4 0.0625

Total Gain=1

5  CASE STUDY

An example was created to test the viability of the proposed plugin. As a first trial, and to minimise
the potential errors due to simulation, a model based on measurements of an existing room was
preferred. The Octagon at the Mile End campus of Queen Mary University of London was chosen.
The main reason for such selection was that a series of ambisonic RIR measurement were already
available online??, as well as enough information about the room to be able to generate the 3D visual
model. : ,

The Octagon, is one of the most significant buildings of architectural and historical importance in East
London. Itis a triple height, single volume, symmetric eight-sided hall with plain stock brick walls rising
to prospect level, behind which the slate roof terminates in the glazed roof lantern. During its latest
refurbishment (2006), the decorative plasterwork was restored, as was the polychromatic high-
Victorian style color scheme. It is currently used as a meeting, exhibition and wedding venue?4,

51 Measurements

A set of Ambisonic measurements were conducted using the sine sweep technique with a Genelec
8250A loudspeaker and a Soundfield SPS422B microphone'. A total of 169 receiver positions were
measured. o ' .

~ The filenames for each position indicate the (microphone/channel/position), e.g., ‘Yx04y10.wav'
corresponds to the Y channel, up-down bidirectional, from the Soundfield microphone at the 4th
column from the right of the 10th row from the front when facing the loudspeaker. This nomenclature
is crucial to overlap both the visual model with the acoustical one. Figure 4'displays a diagram of the.
RIR distribution within the Octagon. These RIRs are released under the Creative Commons
Attribution-Noncommercial-Share-Alike license with attribution to the Centre for Digital Music, Queen

- Mary University of London. ' .
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Figure 4 Example of the me:asured RIR grid for the Octagon room

5.2 Unity3D model

The required visual model was generated with Unity3D, a multipurpose game engine that can be
used to create both 2D and 3D virtual environments for computers, mobile devices, and video game
consoles. This software possesses a wide range of tools for both visual and aural features involved
in today’s. gaming industry. Its scripting capabilities (C# and Javascript) also allow endless custom
developments to be made alongside cross-software connections (e.g. FMOD). With such tools at
one’s disposition, Unity3D proves to be an ideal environment to combine audio and VR technologies

With the aim to create the 3D model of the space, the publicly available information about the venue
" and google photos?® were used. An initial mesh was created with 3ds Max and then later exported to
Unity3D where the appropriate textures and lighting were applied to the model. Figure 5 shows a -

comparison between the 3D model and real images from the venue.

The level of detail and refinement of the visual model is proportional to the time spent doing it,
meaning that the realism applied to the visual model could be as precise and detailed as required.
Notwithstanding that, the current hardware imposes a limitation on the realism of the textures and
lighting processes. It is expected that with the rapid advance in technology in the forthcoming years,
the visual aspect of this-application could dramatically improve.

5.3 Output

The output of the work here presented takes form of an executable file that delivers an immersive VR
experience where the user can freely walk through the space, and experience visually and aurally the
room based on his/her location in the virtual space. It is noted that the executable could run in a
computer with or without a VR set, however, the latter would reduce substantially the immersive
experience. The following link? is an example of the of a screen capture video of the plugin run within
the Octagon room using as a source file a flamenco guitar anechoic recording?’.
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In terms of future works, the next step will be to create a 3D model and develop the same process
but for a fully virtual environment. In this instance, the main challenge would rely on the methodology
that should allow us to obtain the RIRs in a semi-automatic manner, i.e., one does not expect to
calculate over 200 RIR for a single room and do it manually. A scripted system is likely to be required
so that it could read the coordinates, . perform the calculations and storé the results without user
interaction. This way the expected long time of computational time won't depend on any user
interaction. Once the RIR are obtained, the rest of the process will be the same as the one described
in this document.
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Figure 5 Companson of the 3D model of the Octagon room (Ieft Wlth the real room (right)

6 LIMITATIONS AND FUTURE WORKS

When using a computer Simulatioh, the effectiveness of the result will be proportional to the quality of
the auralizations and the accuracy of the model®, hence, it is required certain degree of experience
.in standard auralization techniques before starting using this application.

When using previously recorded RIR, it should be defined what happens when the user wanders
outside the grid area. In this case, similarly to thé standard case, 4 RIRs will still be used, however,
the results would likely be meaningless as the user’s location won’t correspond to the auditory clues;
this is likely to be experienced in the Octagon case when walking near the walls in the perimeter of
the room. This issue could be avoided if a computer model is entirely thought with such VR
reproduction as its ultimate goal, where the acoustician could define as many locations as possnble
to prowde a good spatial coverage of the acoustic responses.

In theory, if using a computer model, it is possible to create a cloud of RIRs and having different RIRs
for different heights. However, the current version of the plugin does not allow for moving in the
vertical z-axis as the RIR grid is obtained at a fixed specific helght (in our case at 1.7m).

This application could work with concurrent multiple sound sources — as many as required, in theory

— but these sources yet must be stationary, i.e., the RIR is always between a fix source and a number

of receivers; the source(s) should be always at the same static location.

It should also be mentioned that one of the constraints of this application is the speed of movement

of the user in the VR environment. Due to the amount of transferred data in/out of the plugin occurring

atreal-time, it took a while to find an empirical compromise between acoustical comfort (i.e: something

. that sounds real) and the speed of movement within the VR scenario. In summary, the user can walk
at an acceptable pace but is not allowed to run. .
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