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1. INTRODUCTION

At the Institute of Sound and Vibration Research at the University of Southampton, we have for

more than five years been working in collaborah'on with Tokyo Deuki University in Japan on
using digital signal processing to improve the quality of sound reproduction systems. The

ultimate goal is to be able to produce the illusion in a listener of being in a “virtual” acoustic

environment which is entirely difietent from that of the space in which the listener is actually
located. Sound systems designed for this purpose are often referred to as “surround sound
systems". or “BB-sound systems"; we prefer to label such systems virtual source imaging

systems.

A virtual source imaging system can convey the sound to the listener either via headphones or

over loudspeakers. We use loudspeakers for the reproduction. Even though the multiple
transmission paths from the loudspeakers to the listener's ears make it diflicult to control the
sound field directly. we are capable of controlling the interference of the sound waves at any

number of points using any number of loudspeakers. in this paper. we outline the progress that

has been made to date. and we also point out some of the limitations of this new technology.

2. BlNAU'RAL TECHNOLOGY

The overwhelming part of current research into virtual source imaging relies heavily on binaural

technology [1], [2]. [3] (a notable exception is when large arrays of loudspeakers are used for the

reproduction. In that case it is possible to synthesize the entire sonnd field under certain
conditions [4]). Binaural technology is based on the sensible engineering principle that if a sound

reproduction system can generate the same sound pressures at the listener’s eardrums as would
have been produced there by a real sound source. then the listener should not be able to tell the
difference between the virtual image and the real sound source. In order to know these binaural

signals. or ‘target” signals. it is necessary to know how the listener's torso, head. and pinnae
(outer ears) modify incoming sound waves as a function of the position of the sound source. This

information can be obtained by making measurements on “dummy-heads" or human subjects [5].
[6]. The results of such measurements are usually called head—related transfer functions. or

HRTFs.
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In practice. HRTFs vary enormously between listeners. particularly at high frequencies [7].

Consequently. it does not make much sense to talk about the detailed characteristics of the

HRTFs of an “average” listener (incidentally, the dummy-head systems currently available are

not considered to be representative of a significant number of human listeners anyway [6]). The

large statistical variation in HRTFs between listeners is one of the main problems with virtual

source imaging over headphones [8], [9]. '

Headphones offer good control over the reproduced sound. There is no “cross-talk“ (the sound

does not run round the head to die opposite ear). and the acoustical environment does not modify

the reproduced sound (room reflections do not interfere with the direct sound). Unfortunately,

though. When headphones are used for the reproduction, the virtual image is ofien perceived as

being too close to the head. and sometimes even inside the head. This phenomenon is particularly

difficult to avoid wh one attempts to place the virtual image directly in front of the listener. It

appears to be necessary to compensate not only for the listener's own l-IRTFs. but also for the

response of the headphones used for the reproduction [10], [11]. In addition, the whole sound

stage moves with the listener's head (unless head-tracking is used. and this requires a lot of extra

processing power [3]). Loudspeaker reproduction. on the other hand. provides natural listening

conditions but makes it necessary to consider the effect of cross-talk and the reflections from the

acoustical environment [12], [131.[14].

3. CROSS-TALK CANCELLATION SYSTEMS

The moss-talk cancellation problem is in a sense the ultimate sound reproduction problem since

an eficient cross-talk canceller gives one complete control over the sound field at a number of

“target” positions. The objective of the cross-talk canceller is to be able to reproduce a desired

signal at any single target position while cancelling out the sound perfectly at all remaining target

positions.

3.1 (Ross-talk cancellation using two widely spaced loudspeakers

The basic principle of crosstalk cancellation using only two loudspeakers and two target

positions has been known for more than 30 years. In 1966. Ala] and Schroeder used physical

reasoning to determine how a cross-talk canceller comprising only two loudspeakers placed

symmenicallyinfiont ofssingle hstenercould work. In ordertoreproduce ashort pulse at the

lefi eat only, the lefl loudspeaker first emits a positive pulse. This pulse must be cancelled out at

the right ear by a sligrtly weaker negative pulse emitted by the right loudspeaker. This negative

pulse must then be cancelled out at the left car by another even weaker positive pulse emitted by

the lefi loudspeaker, and so on. Am! and Schroeder's cross-talk caneellcr is both elegant and

simple, and it is straightfomard to implement using analogue electronics. However, it has never

gained widespread use. and this is probably because of the following two problems with its

performance.
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First. the widely spaced loudspeaker setup they used (the loudspeakers span 60 degrees as seen
by the listener) makes the system very sensitive to head movement and head rotation [16], and it
also gives the reproduced sound an unpleasant character since the frequency responses of the
processed signals have sharp petdrs at harmonics of approximately 2k1-[z [17]. Secondly, the
l-[R'l'Fs that the system is based on are-very inaccurate since the influence of the listener‘s head
on the incoming sound field is ignored. A free-field model does not account for the extra distance
the aoundhas to travel Imundthecircumference oftheheadatlow frequencies, the attenuation
causcdbytheahednwing ofthcheadathigh frequencies,me shaping thhe spectrum caused
by the phrase at very highfrequencies [18].

3.2 Cross-talk cancellation using two closely spaced loudspeakers

A131 and Schroeder’s system works a lot better when the two loudspeakers are close together than
when they are far apart [17]. When the loudspeakers span only 10degrees as seen by the listener,
the robustness of the system with respect to head movement and head rotation is increased
significantly. Furthermore, the sharp peaks in the frequency response of the reproduced sound are
shifteduptoharmonicsofapproxirnatelylOkszMchlavesthemainpartofdieaudio
frequency range unafl'ected. Such a system can still be implemented with analogue electronics as
long as one does not attempt to include the listener’s head in die modelr Even though it is
unliheiythatanyonewouldbeinterestedinproducingsilenceatoneot‘tbelisnener‘s cars. a
mtflkcanceflafimnetworkmustbehnplcmenmdifonehasaccessmmebinmual signals
only (such as those recorded by adummy-head. or synthesised from measured HRTFs). In
addition, aomenatmallyocmtrlng signals, such 8 awhispering voice close to the head, are much
louder at one car than the other.

3.3 Cross-talk cancellation using four loudspeakers
Systems comprising two loudspeakers and two target positions are historically the most
important. but the cross-talk cancellation principle is applicable to systems comprising any
number of loudspeakers and any number of target points {[9]. Imagine a dummy-head with four-
“eara“.twnonthelefisideoffliehead.andtwoontherightside oftheheadWhencreoording
mdemmsuchadummyvheadisplayedbackoverfmlwdspmkmafiwbeingfilmmdbya
4—hy-4 cross-talk cancellation network. the orip'nal sound field is reproduced accurately at four
points in the vicinity ofthe listener's two cars.

4. VIRTUAL SOURCE iMAGING SYSTEMS

A real sound swrce produces intenmal time- and level differences that are used by the auditory
system to iocalise the sound source [13]. For example, sound waves approaching the listener
from the left will be louder, and arriVe earlier, at the left car than at the right. A virtual source

imaging system works by accurately reproducing these cues.
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4.1 Virtual source imaging using the “stereo dipole"

We use the term "stereo dipole" to describe a virtual source imaging system that comprises two

closely spaced loudspeakers [17]. [20]. [21]. The two loudspeakers ideally span 10 degrees as

seen by the listener. and so their centres need to be only about 20cm—30cm apart under normal

listening conditions. They can therefore both be contained in the same cabinet. Although closely

spaced loudspeaker setups have not received much attention from researchers in the past [22].

[23]. it turns out that there are some striking similarities between creating a virtual source close

to the centre between two widely spaced loudspeakers and creating a virtual source well outside

the angle spanned by two closely spaced loudspeakers [24].

 

Figure 1. The ramtdficld generated by two closely spaced monopole sources whore inputs have

been adjusted to create a virus! source N45 degrees to the It}? relative to rtrnightfiont

An empicofthe sound field produced by the stereo dipole is illustrated in Figure 1‘ This figure

shows a "snapshot" in time of the sound pressure produced by two closely spaced monopole

m. The listener's head is modelled as a rigid sphere whose diameter is 18m [25]. The

ohjeaive is to give the listener the impression that a relatively short pulse (most energy

concentrated below 3kHz) is emitted from a virtual source positioned at 45 degrees to the left

relative to straight front. It is seen that two wavefronts are radiating away from the two sources.

The first wavefront is intended for the left ear. The second wavefront. whose amplitude is

slightly smaller than the first. is intended for the right ear. The resulting interaural time- and level

differences are identical to the ones generated by a sound source at the position of the virtual

source.

it is important to realise that the performance of the stereo dipole deteriorates dramatically if the

two loudspeaker inputs are not matched accurately. Even very Small deviations from the optimal
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inputsignalsupsetthecarefulphasematehthatisrequircdtoreproducethebinauralsignalsat
the listener’s ears. Consequently, an implementation based on analogue electronics is bound to
be extremely difficult because the components have to be within a fraction of a percent of their
nominal values (and it is not possible to compensate for non-minimum-phase components in the
plant).Forthesamereason. itis alsovery importantdiatthetwoloudspeakershaveverysimilar
fiequmeyrespomlffltetwoloudspeakersarenotwell matchedthcsound stagetendsto
appear asymmetric. or “lean to one side". Good quality full-range units usually work well
together, but this is not the case for all two-way loudspeakers. Three-way loudspeakers rarely
work well together. Finally, it must be mentioned that the two loudspeakers generally have to
work quite hard at low frequencies. For virtual images well outside the angle spanned by the
loudspeakers. frequencies below 500Hz are boosted by approximately lOdB.

Listening experiments have demonstrated that the stereo dipole can create very convincing
virtual sources in front of the listener. and even sometimes behind the listener as well [26].
However, it is possible to create the illusion of a rear virtual source only when the listener’s head

isfixedAnyheadmovemeutwillmakethelistenerawarethatthesoundwavesaregeneratedby
sormdsourcesinfltefrouthemispherelnordertobeablehocreatestahlerearimages,itis
necessary to add a pair of loudspeakers behind the listener.

4.2 Virtual source imaging using four loudspeakers _
By using four loudspeakers around the IiStener. rather than only two in front ofthe listener, it is

possible to eliminate the front-back confusion problem. A “four-ear dummy head" can supply the
nwessaryfowuacbomeamfiflJhefommgasignflscanbesynmesizedfioma
database of HR’l'Fs. For example. four “biualnal” signals can be synthesized by combining the
twosignalsobtainedbyrotatingtheheadtendegrees clockwiseandthetwosignals obtainedby
rotating the head ten degrees anti-clockwise [19]. Alternatively. a recording can be made with

four microphones mounted in a sphere [27]. Such a “sphere dtnnmy—head” includes the
shadowing efiect of the head but not the effect; of the phrase. listening experiments have
demonstrated that in addition to overcoming the front-hack confusion problem, 4-by4 systems
offer good robustness with respect to head rotation [27].

mefomloudspeakmeanalsobeusedtocaterfortwo listeners ratherthanone [28]. For
example. this could be useful in a car since the driver and the front seat passenger inevitably sit
relatively close to each other. Indeed. there is nothing that prevents one from also including the
backseat passengers in the model. but in that case even more loudspeakers are needed to control
the sound field at the extra points.

5. DIGITAL FILTER DESIGN

Whether the objective is to design a cross-talk canceller or a virtual source imaging system. the
fundamental problem to be tackled is one of multi-channel inversion [29]. Since the inversion
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techniques that are usually applied to common engineering problems [30] are not entirely
appropriate for audio purposes, we have developed our own filter design methods [19]. [31],
[32]. [33], [34]. These methods can determine a matrix of digital finite impulse response (FIR)

filtersthatareoptimalinaquantifiahlesense. --

The idea central to our filter design algorithms is to minimise. in the least squares senseI a cost

function of the type

J=E+pv. ' I (1)

fire cost function is a sum of two terms: a performance error E. which measures how well the

desired signals are reproduced at the target points, and an effort penalty BV which is a quantity

proportional to the total power that is input to all the loudspeakers. The positive real number B is
a regularisation parameter that deter-mines how much weight to assign to the effort term. By
varying B from zero to infinity. the solution changes gradually from minimizing the performance
error only to the effort cost only [35]. In practice, regularisation works by limiting

the power output from the loudspeakers at frequencies at which the inversion problem is ill-

conditioned. This is achieved without affecting the performance of the system at frequencies at
which the inversion problem is well-conditioned. In this way, it is possible to prevent sharp
peaks in the spectrum of the reproduced sound. If necessary, a frequency dependent
regularisation parameter can be used to attenuate peaks selectively.

We always include a modelling delay in order to allow the optimal filters to compensate for non-
minimum phase components in the plant [36]. We do not favour the use of minimum phase
approximations [22] since drese can alter the time structure of the original waveform.

6. PRACTICAL CONSIDERATIONS

Theuseofamodellingdelaycansesthereproducedsoundtobedelayedbyafew milliseconds

(typically lms-2ms. rarely more than films). This can potentially be a problem in applications

where perfect synchronization with, for example, images is crucial.

ltdoesnottobeofcrucialimportancetouseindividualised l'fll'l'Fsinordertocreatea
convincing virnral image. and at die moment we tend to rely on a single database of HRTFs

meannedornaKEMARdumrny—headattheml'rnedialab (drisdatabaseisfreetodownload
from the internet site http:/lsoundmediamitedul~kdnrlhrtf.htrnl). Nevertheless, not all listeners

report the same perception of the reproduced sound The perceived height varies between

listeners. and it is quite common that a listener will consistently judge virtual images to the [eh to
be higher. or lower. than virtual images to the right. This is probably because the listener's

HRTFs are not symmetric with respect to the median plane (the left and right half of the
listener's head are not exactly the same acoustically). Preliminary experiments suggest that the
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performance is improved when individualised I-[RTFs are used. In practice! it might be sufi'rcient
to give a listener the option of choosing between, say. tendifferent sets of HR'l'Fs [37].

' Room reflections will generally make the performance of the system worse than if the listening
environment is anechoic [38]. It is not a problem in principle to compensate for the room
response. but it does add colouration to the reproduced sound. and it also makes the system less
robust with respect to head movement. The stereo dipole usually performs well in an ordinary
listening environment, such as an office or a living room. as long as the listener sits in the direct
field If the listener. or the loudspeakers, are positioned close to a wall. or in the corner of a
room. the performance of the system will inevitably suffer unless theearly reflections are taken
out by a suitably designed filter matrix. Interiors of cars are particularly "hostile" acoustic
environments and it is unlikely that one can get away with ignoring their influence on the
reproduced sound [39].

At low frequencies. the cross-talk cancellation problem is almost always ill-conditioned.
Consequently, the digital filters that make up the cross-talk canceller are likely to boost low
frequencies by 30:13 or more. When the outputs from these filters are added together. most of the
low-frequency energy ought to cancel out and form a set of loudspeaker input signals with
relatively well-behaved frequency responses (dynamic range less than lSdB). This can only
happen if the digital signal proassing does not introduce any rounding ortruncation errors.

Unfortunately, the low-frequency boost makes the system very sensitive to uncorrelated low—
frequency noise which can enter the recorded signals through. for example. inaccurate
representation of low-frequency sound sources such as air-conditioning systems.

When an HR'I‘F is measured digitally. an analogue low-pass filter is always used to prevent
aliasing [40]. This causes the spectrum of the measured transfer function to contain only very
little energy at frequencies just below the Nyquist frequency (half the sampling frequency). If one

attempts to invert such a transfer function, the solution will inevitably boost big-r frequencies.
Although this high frequency boost is inaudible. it must betaken out by using regularisation.
This helps to protect the loudspeakers from overloading. and it also ensures a large dynamic
range of the audible part of the processed signalsr

It ought to be possible to improve the quality of the perceived sound immensely by developing
loudspeakers particularly for the purpose of virtual source imaging. A key requirement to such
loudspeakers is that they must have almost identical frequency responses (not just their amplitude
responses, but also their phase responses must be the same). They should ideally be able to cope
with an unusually large amount of low frequency energy. They need to work well on the axis
only. The off-axis response is not important 8 long as the loudspeaker is not too omni-
directional; in that case an unnecessary large amount of room reflections will interfere with the

direct sound.

Proc.l.O.A. Vol 19 Part 6 (1997) 101



  

Proceedings oi the Institute of Acoustics

VRTUAL SOURCE IMAGING OVER LOUDSPEAKERS

7. CONCLUSIONS

We believe that digital signal processing for mum-channel sound reproduction has ,got great

potential. The "stereo dipole" technology, which uses only two Closely spaced loudspeakers to

generate virtual images in front of a single listener. has applications to multi—media computers,

car audio. home entertainment systems, and video games. Systems comprising four loudspeakers

have many applications. Since the auditory system is a very subjective judge of the quality of the

reproduced sound. it ought to be possible to compromise the hard engineering criteria that we

have largely relied on this far. This leaves plenty of scope for the developement of even more

sophisticated filter design algorithm.
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