Proceedings of the Institute of Acoustics

AUTOMATIC ACCENT PLACEMENT IN ANOMALOUS TEXT SEQUENCES
A. 1. C. Monaghan

Centre for Speech Technology Research, Department of Linguistics, University of Edinburgh.

1. INTRODUCTION

It is widely accepted that the main factors which determioe inlonation are semantics, pragmatics and speaker
intent, in ascending order of importance. What this means is that, within the meaningful intonation patterns
of their language, speakers can put whatever intonation they want on an utterance regardless of other factors:
hewever, for communicative reasons, the patterns they usually choose are closely related to the semantic and
pragmatic structure of the uherance. Rather less widely accepled is the motion that any comespondence
between syntax and intonation is largely the byproduct of the relations betwezn bolk of these and higher-
level (semantic, pragmatic, etc.) structures: this is nevertheless the view taken here, and will not be justified
in the present paper, For further discussion, see {1-4].

Unfortuaately (for those of us working on texi-to-speech systems!), there is cumrently no way of automad-
cally extracling semanlic and pragmatic information fram text All that is avaitable to even the most sophis-
ticated text-lo-speech syslems is a limited amount of syntactic structure and lexical information. It is indeed
possible Lo assign an accepiable intonation contour using only this information: the latest evaluation of the
text-10-speech system under development at Edinburgh University's Centre for Speech Technology Research
(CSTR) revealed a success rate of arcund 70% in this task [11]). However, il scems reasonable to assume
that the availability of bigher-level information would allow significant improvements in performance.

Fortunately, there is at least one group of constructions whose sermantic structure can be deduced with some
ceriainty and which are clearly marked in text. Real text contzing a high proportion of character strings
which are not normal words, and which have therefore been regarded as a problem for text-lo-speech sys-
tems and are usually either ignored or converied into words by such systems. These are all constructions
containing characters other than lower-case lerters, referred to as ANOMALIES because of their failure to
correspond to the lower-case alphabetic ‘vorm’ for text. Such forms include dates (1/2/34, 1986, '87),
ounber strings (123, 12,34, 12,345, 123456), times (12:34, 12.34pm), and various types of abbreviation
(ABC, CoHSE, RSSPCC, Ph.D): in current text-to-speech sysiems they are generally identified by a prepro-
cessor module which atiempts (0 determioe the nature of any anomaly. [f this particular subsct of apomalies
were marked for special treatment by the intopation rules, the amounl of information deducible about their

stracture and funclion might well be sufficient 1o allow the consistent assignment of highly natural-spunding

intonation 1o them. It is 1o this end that the proposals presented in this paper are direcied.

The problems of implementing such a scheme ate of course considerable, and the textual data is nof as regu-
lar or as easily interpreted as the preceding paragraphs appear to suggest. It is hoped, however, that such a
simplistic approach will prove to be belpful both in improving the intonational treatmeot of anomalous con-
structions and in indicating areas where more complex strategies are required. An initial description of the
intonational behaviour of these constructions jn the context of the CSTR text-to-speech system is prescoted
in the following section, and this is intended to be used as the basis for an automatic treatment of such con-
structiops. The final section of this paper discusses Lhe strengths and weaknesses of this approach in the light
of various poinis raised in this paper. ) "
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2. ANOMALIES

There are several distinct classes of anomaly which differ from each other in their inteoational behaviour.
The prescot descripdion only addresses five common types: years, times, dates, number strings and abbrevia-
tions. (These include all the types which occurred in the CSTR evaluation mentioned above.} In the context
of the CSTR intonation rules, the behaviour of each type can be described by answering two questions: what
is the relation of this construction to a prosodic domain, and which items within it should receive accents if
an optimal accentuation is (o be produced? The meaning of these questions requires some explanation.

The accents which should be assigned to a construction are determined by the semantic and pragmatic func-
tions of its constituents, as well as the predicted effect of rhythmic factors on those accents (5]. In our
model, accents are assigned to almost all content words and approximately balf of these accenis are then
deicted by the rhythm rule (12). If a particular domain docs not behave in accordance with our thythm rule,
the assignment of accents may peed 1o be modified accordingly: there may be reasonable pragmatic or other
grounds for this, as will be seea below.

A minima] prosodic domazin is defined [6] as the domain of operation of accent rules. Within such a domain,
the rhythm rule is sensitive {0 Ibe differences in intonational behaviour between predicates (verbs, adjectives)
and arguments (nouns) and allows effects such as stress-shift (o be modelled [12}. Stress shifi or other
riythmic effects across domain boundaries are not permitted, sinee accents in one damain cannot influence
accenls in another. If the intonation of 3 particular constituent depends on a neighbouring constituent, the
two constituents should therefore share a domain: il their behaviour is independent of each other, they
should be in separale domains. To lake a lamiliar example, the difference between the realisations of
"fiflieen” in There are FiIFteen MEN in @ RUGby 1eam and The NUMber ffTEEN is an INteger (capitalisa-
tion indicates accealed syllables) results from the prosodic domains involved. In the former, "fifleen” and
"men” are in the same domain and so the accent on “men" shifts that oo "fifieen'; in the latier, "fifleen” is
immediately followed by a domain boundary and so there is to influence from subsequent accents.

2.1. Years

Years (written as four digits, or as two digits preceded by an apostrophe) are always accented on the first
and last stressed syllables when pronounced in isolation: oaly contrastive usage licenses accents on other
syliables, Thus, (1} and (2) are the only acceptable non-contrastive accent assignments for these utierances.
(1) NINEleen eighty-NINE

(2) TEN sixty-SEven

However, following material can affect this acoentuation by causing the deletion of the second accent, thus:
(3) the NINEteen eighty-nine FESTival

(4} the NINElteen eighty-NINE edinburgh FESTival

The contrast between (3) and (4} is a result of the principle of rhythmic alieraation which probibits accenta
on adjacent items in the sarme domain, and therefore years do not oecessarily coostitute domains in them-
selves. However, it docs oot appear to be possible to delete or even (o shift the first accent on a year consti- )
twent in nen-coatrastive usage:

(5) *the FAmous nioelzen eighty-NINE edioburgh FESTival

(6) *the FAmous nineTEEN eighty-NINE ¢dinburgh FESTival
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This suggests that such a constituent must start a damain, but that it may combine with following material
(up 1o the next prosodic boundary). Since rhythmic delction can apply to these domains, they must be pro-
cessed by the rhythm rule: marking the unaccented items in the year constituent as pragmatically deaccented
(which, arguably, is what they are} will allow the rhythm rule to apply comectly to mimic the observed
behaviour of these domains, The details of the implementation of these ideas will not be discussed in the
present paper: sec Section 2.5.

Time constructions (e.g. 22:10 and 5:55, proocunced as twenty-twe ten and five fifty-five respectively)
appear to behave in exactly the same manner as years:

(7 it's TEN forty-THREE
(8) the TWELVE thirty-two exPRESS
(9) *the FAmous four FIFy from PADDington

They can therefore be handled by the same rules, although different pronunciations (oh five fifty-five, five to
six} or the addition of "a.m." and "p.m." may require special reatment.

2.2. Dates

Constructions giving days, months and years can be pronounced in one of two ways: "1/2/34", for instance,

may be expanded to (10) or (11).

" (10) the FIRST of the SECOND nineteen thirty-FOUR
(11) the FIRST of FEBruary pineteen thirty-FOUR
These forms appesr 1o share one accent pattern, which simplifies things greally and avoids the oced to
choose one or the other. However, the accent patiern for the year as part of a date is not the same as that for
a year alone: although "nineteen” also seems quite acceptable with an acoent in many cases, this can lead 1o
‘over-accented” intonation as in (12),
(12) *the THIRD of MAY NINEteen TWELVE
Acceots are therefore assigned to the first and ast accentable ilerns and to the month in these constructions.
Dales appear to constitule domains in themselves, in that their accentuation is not affected by preceding or
following constituents. Examples such as (13) anc simply ungrammatical, as dales cannot normally function
as premdifiers in English, and (14) shows that preceding accents necd not affect these constructions,
{13) *The fourtcenth of July sevenleen eighty-nine events,
(14) on the MORning of the FOURTH of juLY seventeen seventy-SIX

Dates of the form "12/9", medning the twelfth of September, behave in the same way as those specifying a
year excepl thal the accent assigned to the year is not assigoed: - :

(15) the TWELFTH of the NINTH is a TUESday
{16} be’s igNORing the FOURTH of julY
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(17) *The twenty-fifth of December celebrations,

2.3. Number Strings

" Far prescot purposes, a aumber string is any string of digits (interrupted only by commas and decimal points
in appropriate places) which occurs in text and does not function as a date or similar construction. Number
strings are expanded as sequences of carding! numbers and the decimal point where appropriate.

In general, expanded number strings consist of items which can receive accents and items which cannot. The
former include the *units® zero to nine aod the ‘lens’ en to ninety; the latter include the words "hundred”,
“thousand”, "million™, and 30 on. Accent patferns are currenlly generated by assigning accents to all the
accentable items and then applying the rhythm rule [5] from right to left to delele every second acceot. This
results in accentuations such as the following:

(18} SIXteeo thousand FOUR hundred and twenty-THREE

(19) TWO million seven hundred and SIXTY -four thousand and TWO

(20) SEVEN hundred and FORTY-two million sixTEEN hundred and eighty-SEVEN

It should be obvious than (20), and even (19), would not be judged entirely natural: however, if instead of
ipnoring the unaccentable items we allow them io deletz the acceut of the item which precedes them, we
produce the following which are rather more acceptable:

{21} SXteen thousand four hundred and 1wenty-THREE

(22) TWO millica seven hundred and SEXTY -four thousand and TWO

(23) SEVEN hundred and FORTY-two millioa SIXteen huadred and eighty-SEVEN

(24) FOUR-tuudred and TWENTY -seven thousand ¢ight bundred and forty-THREE

The solution would appear to be a compromise, allowing the accent 1o be deleted only if there is more than
one accentable item before the mext ubaccentable one: only implementstion will show how effective this

compromise s,

There are two further problems in deciding which ilems in a number string should receive accents. The first
seems 10 depend on whether the construction is functioning as a modifier, and the second involves the
decimal point. : .
There appears to be a regular exceplion o the unaccentability of words such as "bundred", *thousand”, and
50 on: in cases where these words come at the end of a domain (geperally, the end of a noun phrase), they
can and must be accented, The reason for this behaviour is pot clear - it may be that oumbers in this posi-
tien are functioning differently (c.g. not modifying a following noun), or it may be simply the result of the
phonological pressure to place accents at the right cdges of domains - but the behaviour itself is clear
enoogh:. '

(25) PROject TWO THOUsand
(26) The POpulation of SCOTland is about FIVE MILLion
(27) PICK a NUMber between TEN and three HUNdred
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(28) she was sWARDed SIX hundred THOUgand

This bebaviour can be modelled quite easily in the CSTR system by assigning such words to a special syn-
tactic class and checking whether the final ilem in a domain belongs to this class. This is clearly not 2 par-
ticularly theoretically principled solution, but until the reasons for the observed behaviour have been deter-
mined there i some justification for the view that any solution that works is as good as any other.

In number strings incorporating a decimal point, the word “point” nmever receives an accent in non-
contrastive usage: however, it does have the effect of splitting the construiction into two sections which
behave very differently. The section before the point behaves as Lhough the point were nof there, and the
section following the point behaves vnlike a pumber string. Thus, we find accents as we would expect before
the point bul something rather different afler it

(2%) TWO hundred and seventy-STX
(30) TWO bundred and seventy-STX point FIVE ttuce eight one NINE
{31) TWO bundred and seventy-SIX point FOUR TWO

A stralegy of assigning accents to the first and last decimal places appears to produce acceplable accentua-
tions for up to five decimal places. Moreover, the simplicity of this stralegy has much (o recommend it in an
automatic systern.  Although larger numbers of decimal places than this may sound somewhat vnnatral if
00 zocents are interposed between the first and the last place, the rarity of such strings in text allows this
problem 10 be disregarded at least for the present: the accentuation in (30) and (31) is not difficult o achieve
within the current CSTR rules.

Something of the relation between number sirings and domains should be clear from the above examples,
and from weli-known examples such as (32). The influeoce of subsequent material on the accent patterns of
number strings in such examples indicates ihat such constructions do not necessarily constitute 2 domain in
themnselves:

(32) FIFeen MEN

(33) there were TWENty-five PEOple on the BUS

(34) the BISHop orDAINED THIRty-seven PRIESTS today

(35) JOHN'S friend PAUL bad a BUDget of NINEty-five thousand POUNDS

Examples (34) and (35) indicate that number strings must start a domain, although in informal experiments
some listeners judged these (and (25) and (26) above) to be unnaturally over-accented. This is consistent
with other anomalies, but again only cvaluation of some implementation will show whetber a domain boun-
dary is appropriate in most cases.

2.4. Abbreviations ’

The term "sbbreviations” covers a muliitude of sins: almost all textual anomalies could reasonably be
described as abbreviations. Its usage here is much more restriciad, in that it encompasses only those atpha-
belic anomalies which are not acrenyms, By this definition, NEC, FRCP, B.Sc, Ph.D, RSSPCC all qualify as
abbreviations but DEC, FRIBA, CoHSE, RS232, 3M do not. Those which do qualify do not appear to differ
significantly in their intonational behaviour, despite variations in their orthographic forms:
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(36) EN ec SEE (NEC)

(37) PEE aitch DEE (Pb.D)

(38) BEE ess SEE (B.Sc)

(39) TEE gee double-you YOU (TGWLU)
(40) ARE ess ess pee see SEE (RSSPCC)

As with the strings of individually-pronounced digits after a decimal poiot, these strings of individually-
pronounced letters appear to require accents og the Arst and last items oaly. The same argument also applies
regarding (he possible unnaturalness of this treatment for very long abbreviations, although a corpus of 2500
random abbreviations contained only one seven-letter and a handful of six-letier exemplars.

The accent on the final element of an abbreviation can be deleted as a result of subsequent accents as in
(41}, and this even occurs in very long abbreviations as in (42):

{41} this is the BEE bee see NEWS at nin¢ 0'CLOCK

{42} i went to the ARE ess ess pee see see OFFices today

However, the accent on the first element does not seem to be affected by preceding accents:
{43} the SECond EE ee see SUMMIt

{44) doctor QWEN'S ESS dee PEE

It therefore scems likely (hat a treatment whereby an abbreviation starts a new domain but need not finish it
will yield appropriate accenl patterns for these cases.

2.5. Implementation

The implementation of these ideas, either as extensions of the cument CSTR inolopation rules or as what
would amount to an ACCENT GRAMMAR for such constructions, bas pot yet been accomplished. Because
of the pature of text-10-speech systems, it is essential that the preprocessor should extract as much informa-
tion as possible from text and pass it on in a form which can be interpreted by subsequent rules: it is inevit-
able, therefore, that the implementation of rules for the intonational treatment of anomalies will require
modifications to the preprocessor and 10 certain intervening modules, as well as to the intonation rules.
Despite this, we foresee no great difficulties in principle in implementing all the above proposals within the
framework of the CSTR inlonation module. '

We are cumrently engaged in implementing the above rules and evalualing their cutput in the CSTR text-to
speech system. Given our approach to synthesising intonation, which is ope of implemealing crude but .
intuitive rules and then vsing their errors 10 drive a process of continual improvement and reflnement [7], we
sec 0o objection 10 implementing speculative rules such as those above and then testing them on text cor-
pora and usiog the results to produce a new improved rule set. This strategy allows fast algorithm develop-
ment, as new or alizmative rules can be tried without resorting to extensive dala collection and analysis for
every modification, and is widely used in cognitive rescarch.
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. 3. DISCUSSION

There are several assumptions and assertions made in the preceding section, some of which deserve more
discussion than the present paper sllows. This section atlempts to point out areas for further investigation
and t ¢laborale briefly on some of the less complex issues raised.

The most obvious question arising from the preceding descriptioa is wheiher such a treatment is appropriate;
are the questions of accenis and domains really the oncs which need 1o be answered, or should we be Ipok-
ing at the precise function (grammatical, semaniic or pragmatic) of anomalies in text and assigning intona-
tion from that? There are two levels of answer to this question. From the standpoint of someone trying o
build a machine to do the impossible, i.e. assign namiral intonation from unrestricted text, there is a compel-
ling case for holding thal any approach which works is a good approach to take, The counter-argument, of
course, is that there is lite poin! in trying to make an impossible task easier and that what we ought to be
doing is investigating the higher-level factors governing this task and trying thereby to bring it into the
realm of the possible: from the standpoint of a theoretical linguist, this is probably the ouly justifiable course
of action. To the extent that it is possible to satisfy both the theorist and the lechnologist, a compromise
would seem to be the best solution for both short- and long-term goals but the issue remains unresolved,

From a practical point of view, the next question is whether the description given is accurate and complete:
il it is mot, it may be more trouble than it is worth 1o incorporate it into an automatic system. We take the
view that the main purpose of development systems such as those at CSTR is to determine whether a
description satisfles these criteria, and to this extent the proof of the theory is in the implementation, This
may not meet with the approval of all theoretical linguists, but that is not a problem unique to this theory.

Two further poiots warrant some discussion: firstly, the issue of extendability to contrastive usage and other
explicit exceptions. The rules in the CSTR system explicitly exclude contrastive and cmphatic usages, but
they are designed to be flexible enongh so that when information oa such usages is available it can be casily
incorporated. In some ways, particularly in the case of the exceptional behaviour of domain-final "bundred",
"thousand", eic., the treatmeol of anomalies seems (o qualify as the use of such higber-level information and
it might be expected that the mechanisms for recognising and trealing anomalies would be capable of
extracting other information as well. It must be emphasised, however, that we believe some clement of
understanding to be cesential to the treatment of contrast and emphasis and that the mechanisms suggested
for handling anormalies do pot incorporale any such element. It s anly by virtue of the exceptional textual
characteristics of these anomalies that any higher-level information is deducible from them: even the
identification of dates or years writien out in full, as in nineteen eighiy-nine, prescots major problems on
which the present observations have no bearing. Indeed, there is an empirical question 1o be answered
regarding the faclors which detenmine whetber, for insiance, a date is writen in full or as digits; it may be

that alternative textal forms comelate with different higher-level specifications and consequently have dis-

tinct intonational characteristics. No work on such factors has been carried out to our knowledge,

Secondly, in view of the preceding point, it should be asked whether there are any other classes of items
which are readily identifiable from lext and whose appropriate interpretation is relatively clear, Two classes
of item come to mind in this context proper names, generally identifiable by their initial capital Ietter, and
punctuation. The lawer has already begn investigaied [5] and partially incorporated into the CSTR intonation
routiocg, and the former is high on the list of zreas requiring investigation although the problems involved in
interpreting proper names have been described at lengih by philosophers and linguistics alike, among them
Strawson [8), Levi [9] and Sproat & Liberman [{10]. There may also be other classes of items amenable o
the above approach which will be revealed by corpus analysis in the fufure: if there are, we hope that our
mode! will be readily adaptable in order to take advantage of them. .
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