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INTRODUCTION

In speaker-independent speech recognition we are faced vith the problem of try-
ing to recognise speech from an unfamillar speaker. One approach to this prob-
lem using Template Matching is to collect examples of a vocabulary from many
speakers and rely on statistical classification techniques, such as clustering,
to identify prototypical patterns which can be used in recognition [1]. Anoth-
er technique uses this data to train the parameters of a Hidden Markov Model
for each vocabulary item {2]). Within a speech recognitien system conducting a
dialogue, a large amount of information is available relating to the current
speakec’s characteristies. In their standard forms, the application of both
Template Matching and Hidden Markov Model methods are ignoring the consistency
of speaker. This is equivalent to assuming that each uttersnce in the dialogue
1s spoken by a different speaker.

Speaker adaptation has often been suggested as a technique for improving per-
formance vhen recognising speech during a dialogue with a single speaker.
Green et al (3] have investigated the behaviour of Template Matching systems
vhich retrain their reference templates dynamically during recognition by
averaging vith the recognised speech. They found that gquite substantial im-
provements in recognition accuracy could be obtained provided thar the updating
procesg was stable, i.e. that incorrect recognitions did not corrupt all the
reference templates for the incorrectly recognised vord. Damper & MacDonald
4] also investigated template adaptation through retraining, reaching the same
conclusions regarding the importance of stability within adaptive systems.

The type of recogniser ve are considering uses multiple reference templates to
represent each vocabulary item vhich are then compared vith the unknown speech
using a Dynamic Programming (DP) algorithm [5]. Training involves selecting
the reference templates from training data spoken by many speakers using a
cluster analysis algorithm [6]. Such algorithms attempt to partition the data
into a number of clusters such that members of each cluster are similar in some
respect. Each cluster can be thought of as representing speaker subpopulations
within the data, although many clusters may net correspond to any obviously
identifiable categories. Thus, speaker variation is modelled by prototypical
patterns covering the entire speaker space.

The work we report here is concerned with speaker-independent vord recogni tion
and 1is quite different to the adaptation through retraining approach of Green
et al vhich was essentially a speaker-dependent vord recogniser which integrat-
ed “training with recognition. A typical example of a speaker-independent
recognition application is a database inquiry system operating over the tele-
phone network. -Any user dialing in will be unknown to the system and for
speaker adaptation to be effective, it must operate during the lifetime of a
single dialogue. In such cases there is little opportunity for retraining dur-
ing recognition. Instead, we investigate the possibilities for adapting the
recogniser’s choice of reference templates to the current speaker.
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Our basic premise is that only a subset of the entire reference template inven-
tory 1s actvally needed when recognising speech from a single speaker. Not
only vould this lead to a reduction in computation and memory requirements but
it would seem likely that using only the reference templates applicable to a
particular speaker could improve recognition accuracy through a reduction in
cross-talker confusability. As noted before, te be practical, the approach
must be capable of operating within a quite short time scale.

SQURCES OF FEEDBACK '

A major factor mentioned above, which is critical to the performance of an
adaptive recognition system, ‘and indeed any adaptive system, is stability.
There are, for our purposes, twvo major sources of error feedback by wvhich adap-
tation can be effected and stability ensured, external and internal feedback.
External feedback derives frem any source outside the lov level recognition
component. Typical sources would be the higher level syntactic, semantic and
pragmatic components in a hierarchical speech understanding system. However,
we only consider here the simpler internal feedback but note that external
feedback could be an important control source. For the template matching word
recogniser we use here, our only source of internal feedback is the ‘goodness
of fit’ scores generated by the DP algorithm. These scores. do not hovever,
provide a convenient framevork on vhich to base adaptive decisions. Instead,
ve transform these scores into likelihood estimates. Unfortunately, words will
occasionally be recognised incorrectly but with high likelihood due to the na-
ture of the pattern matching process. This can, in turn, cause mis-adaptation
and stabllity problems. Ve must therefore provide some means to recover from
incorrect decisions. VWithout any external error feedback this is a very diffi-
eult situation to detect, especially in the adaptation method used here, since
our vhole purpose of reducing the number of reference templates also reduces
the amount of 1internal feedback available to us. We return to this point in
the felloving sections.

ADAPTIVE DECISION CLASSES

At any time during recognition a member of the reference template inventory may
be either active (useful for the current speaker) or inactive (not considered
useful to the current speaker}. After each recognition cycle we have the op-
portunity to deactivate or reactivate members of the inventory depending on
current performance. The speed with vhich adaptation can take place is greatly
influenced by the knovledge of relationships between subsets of the reference
femplate inbentory. The more knowledge that can be invoked, the quicker we can
adapt. The application of these knovledge sources can be organised into Adap-
tive Decision Classes {ADC’s). In general, each ADC can operate on subsets
s1 32 .. sn of the reference template inventory I. Purthermore, each ADC has
assoclated with it two decision rules R_(Si) and “+(51) vhich specify how adap-
tation can take place. The negative decision rule R_(si) defines vhen the
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amembers of a reference template subset si can bé made inactive and conversely,
the positive decision rule n+(s1) defines vhen s1 can be reactivated. The de-
cision rules must also operate according to the following constraints

1.- Ru(si) cannot be accepted if it would result in leaving no active refer-
ence templates for a vocabulary itenm.

2. R’(Si) can only be accepted if Si is the most recently deactivated subset
still inactive. ' ’

3. A! any recognition cycle only one of R_(5;) and a+(si) can operate on
only one of the possible 5

Constraint 1 ensures that every vocabulary item has at least one reference tenm-
plate representing it. Constraint 2 ensures that the most recent decisions are
undone if enough evidence suggests that they wvere wrong, while constraint 3
acts as an ald to stability by limiting the effect of decigions during any sin-
gle recognition cycle.

Vhile these declsion rules are, at the moment, largely heuristic, they should
ideally display some general propertles, Firstly, the aﬁount of certainty re-
quired before accepting a decision should be propartional to the power of the
decision. For example, if an ADC contains enly two subsets, Sl and S2 vhich
allov a binary decision on I, then the negative decision rule R_(Sz) must
display a high degree of certainty before accepting 51 and deactivating 52' A
second property follows from the first in that the certainty, and hence the
amount of information, required to accept R+(S‘) should be equivalent.to the
information needed before R-(si) can be accepted. Hovever, as mentioned be-
fore, deactivation of reference templates naturally leaves us with less infor-
mation on which to base decisions, and so the equivalence betwveen rules can

only be approximate.
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LIFELIHGDD ESTIMATION

The direct use of distance scores to provide internally generated error feed-

back suffers from a number of problems. Firstly, it is very difficult to use

such distances as a measure of reliability (i.e. is a distance of 10765 good?).
Secondly, some words naturally generate relatively higher distances due to

their varying phonetic makeup. Clotworthy & Smith [7] have recently reported |
on some work involving the conversion of scores produced by a template based
recogniser inte estimates of probability. They derive a formula for this
conversion based on assumptions of independence of speech frames and Gausslan ‘
distributed distances. Here wve use an alternative formulation wvhich mpakes
fewer assumptions but is not a true probability, rather an estimate of likeli-
hood.

During the training phase of reference template selection for each vocabulary
word we can calculate a distance matrix representing the similarities between
every training example of that word (this is often a byproduct of the cluster-
ing algorithm). These distances are considered to represent the likely distri-
bution of scores vhen a template has been correctly matched against an unknovn
utterance. If pi(x) is a probability density function which approximates the
true distribution of distances for a correctly recognised vord "1 then ve can
estimate the 1likelihood that the j'th reference template of vord i ("ij) gen-
erating a distance dij is a good match, as

dij
l{Hij) =1- é pi(x).dx (1)

The integral above represents the cumulative density function of pi(x) and
will often have no closed form. However, simple non-iterative numerical ap-
proximations are available for calculating the tail probability of many cumula-
tive density functions and so we do not have to resort to numerical integra-
tion. The distribution of distances produced during clustering have been exam-
ined for the data described in the results section. Visual inspectlon of his-
tograms showed that distribution of distances for each vord vere ' approximately

Gaussian.
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IMPLEMENTATION OF ADC DRCISION RULES

For the experiments described here ve have used only very simple ADC's. During
template training, the reference templates for male and female speakers are
constructed separately. This allovs an ADC cnlf containing only 2 subsets to be
used, splitting the reference template inventory I into male and female subsets
{M,F). Since cmf
decision rules R_(S) and R+(S) must be very str;ct. Both R_(S) and R+(S) are
based on a hypothesis test similar to the sign test for paired samples. For

R_(S) we try to reject a null hypothesis that the members of § are performing

is a very powerful ADC, enabling a binary decision on I, the

ne better than their competitors in favour of an alternative hypothesis that S
is performing significantly worse, at a specified level of confidence (ve use
80X). The relative merit of § is assessed by recording the number of times S
matches worse than its competitors using a modified K-nearest neighbour (Knn)
criterion [1]. This calculates an average likelihood estimate on the K members
of S giving highest likelihood for the assumed correct vord (word with lowest
distance score). If m is the number of times S has matched vorse and n is the
number of comparisons made over a series of recognition cycles then

accept R (8) 1f (1 - B(m,n,%)) > 0.8 )

vhere B{m,n,%) is the cumulative binomial function and the value 0.8
represents an 80X confidence level,

Unfortunately, we cannot use exactly the same test for the positive decision
rule R (8) since no information about the S under consideration ig available.
Instead, any decision must be made on the basis of poor performance of the
currently active subset -5 (i.e. if M 15 active and ve are considering R+(?)
then -F=M ). In order to quantify poor performance a 8 threshold 1is defined.
Values obtained from the Knn calculation on -5 falling below this threshold are
indicators that adaptation has falled. If 1 is the number of times the p
threshold has not been met and n is the number of comparisons made since § be-

came inactive then

accept R+(S) if (1 - B(1l,n,%)) > 0.8 (3)
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+

Ve also define a further group of ADC’'s which allow individual reference tem-

plates te be removed from the active inventory. Since each word v, has associ- *
ated with it J reference templates ij {3:1..3) ve use a separate ADC (Ck) for

each vocabulary wvord. Every G has J subsets Sj (j:1..J) each containing only

a single reference template (Ukj), vhich, of course, may be active or inactive

(here the use of sets 1s purely for consistency). The negative decision rule

R_(5.) operates in the same manner for each Ck. similarly with R‘(Sj). Since

each ADC is quite veak, only one reference template can be made inactive, rela-

tively little information needs to be collected before a decision can be made.

For the negative decision rule R_($.), information supporting the hypothesis *
that any S.1 is not effective can only be collected if its member belongs to the J
class (Ck) assoclated vith the wvord “k that has been assumed correctly recog-

nised. Purthermore, some template for “k must have matched with a likelihcod
exceeding an a threshold. This is set high enough to ensure that adaptation

only takes place vhen there iz a high likelihood that “k is correct, Subject

to these coenditions and the constraints on decision rules, §, can be made inac-

tive only if it has generated the lowest likelihood estimate of any in its

class below the B threshold mentioned above. The positive decision rule R*(Sj)

allows the member of S; to be reactivated if it vas the most recently deac-
tivated of the inactive reference templates contained within (Ci) and that the
assumed recognised word "k has a likelihood below the B threshold.

PERFORMANCE RBSULTS

In order to evaluate the procedures previously described, reference templates
vere created for the digits vocabulary (zero, one, .. nine). Fourteen speak-
ers, seven male and seven female, were recorded onto cassette tape repeating
each of the digits four times. This data was then digitised at 10kHz using a
12 bit A/D converter. An automatic endpoint detection algorithm was used to
isolate the words from their surrounding silence. Pre-emphasis and 15-pole
linear prediction analysis were then performed using 256 point frames with a
128 point overlap producing one frame of autocorrelation and linear prediction
coefficients every 12.8 ms. Using the data for each word the parameters of
Gaussian probabllity density functions wvere calculated vhich provide the basis
for the likelihood estimations needed during the adaptation process. The data
vags then split into twvo sections containing separately the male and female
speech. For each vord and each section, 4 reference templates vere produced by
clustering the data into 4 clusters using the K-means algorithm and averaging
the contents of the cluster about the cluster center [6]. After clustering we
are left with 8 reference templates per word vhich hopefully represent the
speaker variation present vithin the contributing male and female speakers.
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To evaluate the performance of the recogniser, test data wvas also collected
from two male speakers, not present in the training data, each providing twenty
repetitions of the digits vocabulary, spoken in groups of four with other di-
gits interleaved, and digitised using the same procedure as above. The data
provided by each test speaker was then presented in random order to an
1solated-wvord DP recogniser {5] using the above reference templates. The
results for speaker 1 are summarised in table 1. For each speaker the thres-
holds used in the adaptation process were set at @ = 0.9 , B 0.6 and K = 3 .

State after cycles

10 20 50 100 200
templates active 47.50% 45.00% 41.25% 40.00% 40.00%
adaptive method 100.00% 100,00 98.00% 98.00% 97.S0%
standard method 100.00X 95.00X 96.00% 94.00% 95.00%

Table 1. (speaker 1)

As can be seen In table 1, after 10 recognition cycles only 47.5% of the origi-
nal template inventory are still active while nc mistakes have been made in
tecognition. The 'adaptive method’ rov shows the percentage recognition rate
obtained vhen adaptive methods are used, vhile the ‘standard method’ rov shovs .
the equivalent situation if all the reference templates are used (percentages
are calculated using a moving sverage). After 50 cycles several confusions
vhich would normally be present if the whole template inventery were used have
been eliminated. In the long term case, at 200 cycles, ve end up with a 2.5%
increase in recognition accuracy while only using 40% of the reference template
inventory.

State after cycles

10 20 50 100 200
templates active 48.75% 47.50% 45.00% 41.25% 37.00%
adaptive method - 60.00X 75.00X 84.00r 83.00% 85.00%
standard method 60.00X 70.00% 74.00% 178.00% 79.50%

Table 2. (speaker 2)

Table 2 shows that even better improvements can be made for a different speaker
vho normally has a quite poor recognition rate. After 200 cycles, ve end up
with a 5.5% increase in recognition accuracy while only using 32X of the refer-
ence template inventory. In beth cases, the major ADC splitting the template
Inventory into male and female speakers, has been invoked after five cycles,
wvhile the minor ADC's continue te lover the number of active reference tem-
plates.
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CONCLUSIONS

Ve have presented a method for adapting the scope of spesker-independent refer-
ence templates to sult the current speaker. We have shown that this can both
improve recognition accuracy by reducing possible cross-talker confusions and
dramatically decrease the slze of the template inventory. Furthermore, the
method can operate fast enough to be practically wuseful in a speaker-
independent recognition system. Howvever, things can go wrong if many incorrect
recognitions are among the first few utterances. In this critical case, adap-
tation decigsions based on incorrect information are made vhich prejudice furth-
er attempts at recovery. The decision rules which attempt to wundo incorrect
adaptation seem, at the moment, rather toc veak for a practically robust sys-
tem. We are therefore investigating hov external feedback from higher level
processes can help te make the adaptatien process more stable. We are also
considering ways in vhich this kind of adaptation can be modified for use in
connected word DP algorithms and how to extend the knowledge used by ADC’s to
make adaptation faster.
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