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1. INTRODUCTION

The work presented in this paper Is based on the discrete-time source-filter model of voiced speech
production shown below:

Glottis Lips

Glottal Airflow Waveform Speech Pressure Waveform

ufn) va) R®) )

Here the excitation, u(n), Is the volume velocity or volume flow rate of air through the glottis, V) is a
linear filter representing the vocal Iract and R¢z) is a linear fier representing the lip radiation. The input to
Ryz) 1s the volume velocity at the lips while the output, s}, is the pressure waveform at the microphone.
For frequencies befow a few kHz, Rz} approximates & differentiator [20] and in this work it is taken to be

{1-z™"). Providing the characleristics of the vocal tract do not change significantly during the Impulse

response of R¢z), we can interchange Fyz) and Rz without altering the output signal. The inpui to V) is
now u'fm) , the first difference of the glottal airflow waveform:

ll(") R.(Z) = l_z.l Il'(ﬂ') V(Z) ,(")'

The modelling techniques presented in sections 2, 3 and 4 allow parametric models of the waveform w'(n)
and the vocal tract filter Fz) to be estimated from the speech signal. The reasons for wishing to do this
include the development of improved front ends for speech/speaker recognition systerns and of diagnostic
tools for speech clinicians. n section 5, we show that the glotial waveform parameters contain information
that can be used to discriminate between different speakers.

The APLAWD speech corpus used in this work was recorded as part of the Alvey SPAR project and
consists of 10 RP speakers (5 male, 5 female) each speaking 150 one or two word Hlems and 5
phonetically balanced sentences [16). A sample rate of 20 kHz was used both for the speech and for the
simultaneous Laryngograph (or EGG) recordings. Low .frequency phase shifls introduced during the
recording process were removed by a second order allpass filler whose characterislics were determined
from a reference square-wave recording [13}. Waveform filing procedures are sensitive to low frequency
phase shifts and such phase correction is essential.
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2. CLOSED PHASE INVERSE FILTERING

in the technique of closed phase inverse filtering, P2/ is initially estimated during the portion of the glottal
cycle when the vocal folds are closed (the closed phase). The waveform u'fk) can then be obtained by
applying the inverse filter 1/V(z) o sin).

The technique has a long history [19,12,24,23,14]. The distinctive fealures of the procedure described
below are: {1) it is fully automatic rather than being interactive, {2) the speech is not preemphasised, (3) it
allows for a DC offset in the speech signal and/or the glottal derivative, (4) conseculive closed phases are
combined where necessary o provide sufficient data for analysis, (5) the gain of the inverse filler is
clipped at unity, and (6) poorly modelled larynx cycles are reprocessed using the vocal-tract fiter from
adjacent cycles.

Following acoustic theory {20), the vocal tract filter is taken 10 be an order-p all-pole filter of the form 1
. 1
Viz)=
-J
1+ a;z
j=l

which results in the time-domain recurrence relation

smy=u'(n)- iajs(n - J)+e(n) ¢}

j=l

where u'fn) is the glottal derivative and e) is the model error for sample n. The a; that minimise the
squared error efn)” are given by the solution to the normal equations’

Qa=-p where @;=%s(n-i)s(n-j) and @; = sw)s(n-i) @

"

in which @ is a pxp matrix and a and ¢ are px1 column vectors. In contrast t¢ conventional covariance
LPC analysis the summations over n are restricled to values that lie within periods of glottal closure, i.e.
when u'fn} is assumed zero, This is a special case of weighted LPC analysis [8].

There are a number of published technigues for identifying the period of glottal closure from the speech
waveform [22,24,2 6,18]. In our experience none of these is sufficiently robust for use in automatic inverse
filtering s0 in this work we have used a Laryngograph or EGG [1] inslead. This instrument measures the
radio-frequency electrical conductance across the larynx and gives an unambiguous indication of glotal
closure. We lake the closed phase lo be the interval belween the peak conductance of the Lx signal and
the lime at which it has fallen by 50% of ils amplitude.

From the lossless tube model, the LPC order needed fo represent the vocal tract is given by
P = f, x 21/ ¢ where f, is the sample frequency, ! the vocal tract length and c the speed of sound [20]. To

obtain good estimates of the LPC paramelers, we would like the summations in (2) above lo include at
least 2p samples: this implies an analysis interval of at least 44 which for typical vocal tract lengths
amounts to aboul 2 ms. The closed phase of the glottal cycle is frequently shorter than this and so it is
necessary lo combine the ¢losed phases from two or even three closed cycles [5].

Because the spectrum of the w'fn) waveform falls at roughly -5dB/oclave, il is common practice to
preemphasise the speech waveform before deing LPC [7]. In closed-phase LLPC analysis we have found
that such preemphasis often makes the vocal tract coefficients noisier and we have not done this.
Unpreemphasised speech may however contain significant DC offsels which vary throughout a recording.
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To compensate both for these and for any DC component in the closed phase of u'(n), we modify equation
(1) by the addition of a constant term {4]: '

s(m}y=uo'(n) - ia,es(n -)+e(m+G

ial
Minimising the squared emor now gives rise to an augmented set of equations:

A WER |

where N is the number of wvalues of r included in the summations,

T
x5 = Zs(n— i) and x= ("l X3 .. x‘,) . A straightforward extension of these equations allows
n

the inclusion of distinct offsets, G;, for each larynx cycls included in the summations.

Since '|hs mean volume velocities at larynx and lips musl be equal the overall gain of the vocal tract filter
derived from the LPC analysis is normalised lo give unity gain at DC. In addilion, any poles on the
poslitive real axis are deleted 1o eliminate any overall tikt to the spectrum.

Although the forward spectra resulting from LPC analysis provide a good fit 1o the signal’s formant peaks,
a much poorer fit is obtained in those pertions of the speclrum where little speech energy s present. If the
galn of the forward filter is 100 low in such a frequency region, the gain of the Inverse filter will be
comrespondingly high and the inverse filtered waveform will be noisy. The effect is particularly noticeable
in vowels containing formants that have narrow bandwidths or that are widely separated in frequency.

To avercome this effect, we limit the peak gain of the invaerse filter 1o unity. This gain-limiting is achieved
by taking the fourier transform of the inverse filter impulse response, clipping the resultant magnitude
specirum, taking the inverse fourier transform and then applying a Hamming window. This procedure
gives a non-causal filter with the same phase characteristics as the ofiginal filter but with a clipped
magnitude response.

To eliminate the ematic results that somelimes occur when covarlance LPC analysis Is based on only a
small number of data samples, the inverse fillered waveform during the closed phase is compared to the
negative exponential shape predicted by the LF and LFCB models of «'fn) described below. The speech
signal correspending to a particular larynx cycle Is inverse filtered using the [z) derlved from each of the
larynx cycles lying within a window of 30 ms. Whichever of lhese Vz) yields an inverse filtered waveform
that is closes! 10 a negative exponential in 8 mean square sense is used as the filter for that cycle. The
effect of this smoclhing technigue may be seen in example {¢) below.

The graphs overleal show the sentence “Why are you early you ow!?” spoken by a femate RP speaker
with a falling Intonation. The formant tracks shown result from {a) whole-cycle pitch synchronous LPC, (b)
single-cycle closed-phasae LPC, (c) multi-cycle closed-phase LPC with the smoothing technique described
above, and (d) single-cycle analysis using the LFCB glottal model described below.,

Comparing (b) with (a), it is apparent thal using only the closed phases results in noisier formant estimates
but does avoid the spurious low frequency formants that appear in (a) during /3/ and /aw/. Spurious low
frequency formants do stil! appear in (b} during /ayf because the closed phase was oo short and the LFC
analysis was forced to include some of the following open phase.

Both the spurious formants and the noise are largely eliminated in (c) through the use of multi-cycle
analysis and smoothing. In rejecting unreliable analysis frames, the smocthing procedure resulls In the
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same vocal tract filler being used for several successive frames: this is visible as horizontal formant track
segments. Graph (d) is discussed in seclion 4 below.
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3. GLOTTAL WAVEFORM MODEL

A number ¢f parametric models have been proposed for the waveform v/ or, more commaonly for its
derivative u'fy). These models lypically divide the waveform into iwo or three segments and fit some
combination of polynomial, trigonometric and exponential functions to each segment. In most models the
waveform u'f) is constrained to be continuous and to inlegrate to zero over each complele larynx cycle,
This last constraint is equivalent to insisting that the glottal flow, (i), be zero at the sian and end of each
cycle. The table below lists a number of models and gives for each the number of free parameters: this
quanlity is the difference between the number of paramelers in the model and the number of constraints
that must be satisfied. The parameter count does not include ¢, and ¢,, the start and end times of the cycle.

Abbrevialion | Parameters - Conslraints Authors

ROS 3-0=3 Rosenberg (21)]
FL 8-2=6 Fujisaki-Ljungqvist [10]
AD §-0=5 Ananthapmanabha [3]
LF 7=3=4 Lifjencrants-Fant [9]
LFCB 8-3=5 Chan-Brookes
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The LFCB model, presented here, is based on the widely used LF model but includes an additional
parameter, fm, that controls the skewness of the positive portion of »'():

Ey ﬂcp(a(t - t,)) sm( x{ __t:))) t,<t<ty,
w{n={ E, cxp(a(t - t,)) w{H} L, <t<t,
B (exp( &t -1.) - exp(-&(t. - 1.)) 1, <t<d,

Y9 ren UG yeq el

This is subject to the same three conslraints as the LF model namely. «'t) is continuous at «, «'ft)
integrates to 0 over a cycle, and u'ftj=E,. If t, i5 5et midway belween ¢+, and ¢, the LFCB model is identical
o the LF meodel. The new model will therefore always fit experimental data at least as well as the LF
model since it contains the latter as a special case.

The examples below show the resuit of fitting each of these models to three typical waveforms oblained
from inverse filtering: In each case, the model parameters have been chosen to minimise the mean
square errer subject to an exact fit at the waveform's negative peak. The graphs show the target
waveform superimposed on the best-fit output from each model.
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Wilh only three free paramelers, lhe ROS model gives a poor fit in each case. The FL model, which
consists of four polynomial segments, also gives a relatively poor fit despite having 6 free parameters.
The remaining three models all give an excellent fit lo the firsl waveform whose positive portien has a
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symmetric fise and fall, Tﬁa positive portion of the second waveform Is much less symmetrical and the AD
and LF models are unable to fit well. The additional parameter in the LFCB medel results in a much
improved fit.

Occastonally, the inverse fillering procedure ylelds an estimate of '} that is flat during the closed phase
but that has significant ripple during the open phase. This is illustrated In the third example above and
none of the models provides a good fit. The reasons for the open-phase ripple are unclear. It is commonky
accepted that the reduction in source impedance at the open larynx ¢auses the formant bandwidths and
frequencies to change slightly and that the Inverse filter is therefore unable to cancel the formants
completely {15]. We have found however lhat such open phase ripple does not alwsys occur; it s not clear
why the formants are in Some cases cancallad out almost perfectly.

The modals listed above were tested on the inverse filtered output from the fully voiced sentence “Why
are you eary you owl uttered by a male and a female speaker. In the iable below, the error is given
relative to the energy In the inverse filtered waveform.

ROS FL AD LF LFCB

Male -4.4dB -5.8dB -10.8d8 -11.1dB -12.1dB
Female -4.9d8 -6.8d8 -11.1dB -10.8dB -12.3dB

4. VOCAL TRACT REESTIMATION

Once an estimate of the gloftal waveform has been obtained, this can be used 1o reestimate the vocal
tract filter. For each larynx cycle, an inpul waveform Is generated from the extracted glottal parameters
using a high sample rate. This is then filtered and downsampled to provide the assumed input to the vacal
tract, «'(r). The LPC analysis procedure is now repeated but the normal equations Include an additional

term:
R e e

The summalions over r now include the entire larynx cycle rather than being restricted 1o the closed
phase; this results in much smoother formant estimates as can be seen in example (d) of the formant
tracks above. Il has been pointed out in [17] that knowledge of the vocal tract input waveform allows the
straightforward estimation of a vocal tract filter containing both paoles and zeros. This was not done in this
work as the test sentences did not contain nasal sounds.

It the glottal waveform and LPC paramelers are used o resynihesise speech, the result is of high quality
and both the spectra and waveforms of vowels are reproduced well

5, SPEAKER CHARACTERISATION
From cur model of the glollal waveform, we have derived four dimensionless paramaters:

I -
o: ’%| the ratic of the peak rise and fall slopes of ul); @: -L"-. the fraction of the cycle
(]

c L)

L -t
comresponding to-lhe open phase; @ ———=£  the ratio of fall lo rise time; @: ;—&'t— the vocal fold
IR e s
closure time as a fraction of the cycle. These quantities are sirongly correlated with larynx frequency as
can be seen from the scalter diagram below which shows parameler @ versus frequency for a single
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female RP speaker for the vowel /a/. The rightmost graph shows mean values of parameter @ for several
vowels for five female RP speakers, The other three parameters showed broadly similar behaviour,

) 100 Larvn:ztnFomquengyo?Hz) 490 i 1t £ @0 0 > Uuuaa3a

To evaluate the polential of these glotlal waveform parameters for lext-independent speaker identification,
we used a radial basis function network to discriminale between 10 RP speakers: § male and § female,
For each speaker, the net was tralned using vowels extracted from a single repetition of a phonetically
balanced set of 44 isolated words. Recognition used three repetitions by each speaker of each of five
sentences. Of the 35 dislinct words In the sentences, 10 were also contained in the training vocabulary.

Unvoiced segments within the sentences were ignored.

The 10 inpuls to the network were the four glottal waveform parameters defined above, the frequencies
and bandwidths of the first two formanis, the larynx frequency and the speech energy. The radial basis
function centres were chosen at random from the training data points with an equal number from each of
the len speakers; the fotal number of centres was varied from 100 to 1000. The table below shows the
recognition resulls obtained when each larynx cycle was considered individually and when the results were
summed over one and three sentences. For comparison, the table also gives in parentheses the results
obtained when the four glottal parameters were omitted from the training and recognition.

Total RBF centres 100 300 500 800 1000
Per Lx cycle 3% 8% 41% 44% 43%

{22%) (20%) (19%) (15%) {16%)
Per sentence T0% T4% 78% B2% 79%
Per 3 sentences 70% 84% 80% 92% 90%

6. CONCLUSIONS

This paper has presented a procedure for eslimating the glottal volume velocity waveform from the
speech signal using inverse filtering. The procedure includes a number of features thal improve ils
robustness and obviate the need for interactive intervention. A new parametric model for the glottal flow
waveform is also presented and this is shown to give an improved fit to experimental data. The
parameters extracted from the glottal waveform filting procedure have been shown te contain information
that is useful for text-independent speaker identification,

The most significant drawback of the inverse filtering procedure described above is the need for a
Laryngograph signal to identify the closed phase of each larynx cycle, We have yet 10 find an algorithm
for doing this from the speech signal that is sufficiently rebust. The practice of limiling the inverse filter
pain to unity is effeclive but somewhat ad-hoc. A more rigorous approach would be to use H” techniques
to provide an optimum estimate of «#'fn) in the presence of measurement noise and modelling errors [11).
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