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INTRODUCTION

With respect to the determination of sound power levels [SWL/ of ma-
chines a mmber of internationally accepted standards have been pre-
pared [See e.g. ISO 3740 to 3748/. However, characterization of the
noise emjssion of machines are discussed in two drafts only [1,2] .
While ﬂj establishes detailed requirements for verifying the noise
emission values /sometimes also called "noise labels" or "guaranteed
noise levels"/, both [1] and [2] give only a broad outline for the
determination thereof.

The aim of this paper is to campare the possibilities for determining
the moise emission values with special regard to those situations
when the number of measurements is limited. The accuracy of the noise
labelling procedures is analyzed by means of analytical and numerical
methods. Tt is  shown that the uncertainties in noise labelling can
remarkably influence the accuracy of the whole qualification pro—
cadure.

REVIEW OF NOISE LAPFLLING SCHEMES

The noise label represents a guaranteed vale usually in statistical
sense, i.e., the noise label is not lower than the SWL of the major-
ity of machines to be labelled. Consequently, the labelling yields a
quantile of high order of the SWL distribution, generally based on
sampling. Supposing that the distribution function is normal, the
noise label can be comquted from the sample by

Ly=m+k:-s (1)

where m is the mean value and s is the standard deviation fs.d.] of
the sample. /It is assumed that s represents both the production and
reproducibility standard deviations./ The constant k,can be camputed
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by means of the standard normal distribution if the quantile A is
given. Deperding on agreement between the producers and consumers, k,
varies fram O to 3 E3 . Usual values, alsc suggested for stapdardiz-
atien, are 1.5 or 1.645, providing the 0.935 or 0.95 quantile.

Recalling the normality, the confidence intervals for both terms in
(1} can be detexmined 4,5,6]. The 0.95 confidence level intervals for
the population mean and 1.645 times pooulation s.d. are depicted in
Fig.l. as a function of sample size. It can ke seen that the uncer-
tainty in the s.d. determination predaminates the accuracy of the
noise label estimation ard considerable errors can be expected also
far relatively large sample sizes. Conseguences of these errors are
discussed mumerically below.

The main disadvantage of (1) lies in the relatively high probability
of negative errors. The philosophy ‘of the noise label as a quaranteed
value implies that the proportion of items meeting certain require-
ments should not be less than a given percent. If we wish to deter-
mine specification limits in such a manner that we will have a degree
of confidence q that the proportion of good items will be at least A,
the tolerance analysis of the mathematical statisties has to be relied
upon [5]. The estimatien is given by

L2=m+kmq'l-s (2}

vhere kn‘cj , is the one-sided tolerance factor. Unlike k, in (1), the
'] ’

tolerance factor depends on the sanple size and, for obvious reasons,
(2) results in higher estimators than those derived from the normal
distribution. /Numerical values of the tolerance factor can be:
fourd e.g. in[6]./ However, {2) can be correctly used for small
sample sizes, too.

NUMERICAL INVESTIGATIONS

Normality tests on SWL data

Tne theoretical considerations are based on the assumption that the
SWLs in the population is distributed nomally. The first thing to ke
investigated is therefore the normality of the SWIs. Samples were
taken at rardam in two factories at the end of the production lines
fran seven machine types, representing three families of machines.
The SWLs were measured according to ergineering ISO methods. The nor-
mality of samples were tested by means of Shapiro-Wilk test in case
of sample sizes lower than 50 and chi-square test for the rest. The
results of the tests are summarized in the table below as well as in
Fig.2. on a Gaussian lattice. "

The hypothesis of nomality could be accepted for each samples, al-
though not always at the lower level of significance 0.95. The fiqure
reveals that the straight lines, characteristic of a normal distrib-
ution, are scmewhat bent toward higher SWLs. [This effect would be
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even more pronounced in terms of sound power data instead of logar-
ithmic levels./ In sumary, the normality of SWLs of machines is quite
probable but the available data ore not perfectly convincing.

simulation of noise labelling

The accuracy of noise labelling procedure was checked by a camputer
similation method. We assumed that the three large size sarples con-
stitute lots fram different machine types of cne family of machines.
20 samples of different size were rardamly taken frem each let, the
noise label was determined according to (1) and {2} and the average,
highest and lowest nolse labels were determined. The average of these
values was campared to the ©.95 quantile of the lots in Fig.3. [The
figure gives the average dispersion of labels as deviaticns fran the
quantile of the lots normalized with the s.d. thereof as a function
of the sample size.{

The similation shows distinct simililarities with the confidernce
intervals in Fig.l. (1) results in unbiased estimaticn for large
sample sizes while a small but systematic negative shift can be
found far low values of n. /This is probably attributable to the
discrepancies in normality discussed above./ The rarge of lakels are
unsimmetrical for small sample sizes, supporting that the uncertainty
of 5.d. estimation is predominant. As expected fram the confidence
intervals, the dispersion of labels decreases toward higher sample
sizes but remains considerable also for relatively large values.

The estimation based on (2) results in higher average noise labels
than those camputed from the whole lot: this systematic deviation
decreases toward higher sample sizes. The range of noise lahels are
wider for every sample sizes, caused by higher coefficients in (23
than in (1). As opposed to the theoretical properties of the toler-
ance analysis, the simulation results a number of lower noise labels
then the label of the lot.

The effect of the erronecus estimation of noise labels can be vis-
ualized by considering the true propertion of machines having lower
SWl. than the estimated noise label [See the right ordinate scale in
Fig.3./. Let us take a sample of size 2o, resulting in an erronecus
/normalized{ noise label —0.75. The corresponding proportion of
machines exceeding the labelled valye is 0.19 instead of 0.05. The
verification process according to[l] will accept the lot with a
probability of acceptance ¢.70 in n=3 and what is less, ©.35 if p=lo.
Similarly, in case of a noise label +0.75 the appropriate fiqures
‘will be higher than o0.99. One can therefore conclude that the relia-
bility of the qualification procedure is highly dependent on the
uncertainty of the noise labelling. This shall alsc ke allowed for
by producers when determining the risk they are willing to bear.
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