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INTRODUCHOII

A hierarchical speech understanding system (SUS) with the capability of produc—
ing 'n best strings' in the form of a lattice as output from the recognition

component must contain a control algorithm to restrict the search space of the

lattice when parsing. The control algorithm confronts the problems of queueing

the alternatives and placing a reliability measure on the phrase structures
formed by the parser..

In this paper we describe an experimental model of a 5115 with a limited vocabu-

lary (the digits 0 to §). which uses aconnected word template matching algo-
rithm modified to generate multiple solutions. The output of the recognition

component is thus a lattice of alternative word matches (see fig. 1). The

quality scores obtained from the recognition component are converted into
likelihood estimates. The control algorithm uses these likelihood estimates to
queue the alternatives and to fit a reliability measure to the individual word

matches and the phrase structures formed during parsing.

A brief description of the system is given followed by an example of the con—
trol algorithm and the parsing process.

SPEECH UNDERSTANDIM Slel

—————————— -- Vord —----— Phrase ~------—-
I Connected | Lattice | Chart | Structures | Higher |

Speech -->| Word I -------->I Parser I ----------->| Level
I Recogniser | | | | Knowledge I

{15.1 - sus Model

The recognition component of the system performs template matching using the

Itaitura distance measure and 15-pole linear prediction analysis. The dynamic
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programming algorithms for producing a recognition lattice of the form dis-

cussed in the next section are described in [1].

FORD LATTICE

We define a word lattice to be a set of n alternative word matches H1....,Vn.

Bach word H‘ is a 5-tuple <t,s,e.d‘,l,w> where t is 'a template number, s a

start frame, e an end frame, til a quality score derived from the DP algorithms,

1 a likelihood estimate and w is a word name. The lattice is ordered on least

cumulative quality score because this quantity is the best indicator of the

performance of the DP algorithms. The likelihood estimate is calculated for

use by the control algorithm because it forms a better framework for asking

questions like; how good is score x ?. and how good is the combined score of x

and y 7

LIKsLInoon xmlm'Ion

The likelihood estimation is obtained in the following way. For each. word ‘11

in the vocabulary we construct a probability distribution function Pi by em-

ploying the method described in [2] (with the exception that the DP algorithm

used in constructing the probability density functions is a version of the Bri-

dle and Brown algorithm [3], this is used to make the analysis consistent with

[1]). The quality score d1 is the minimum of the distances produced by the

reference templates for it1 (five reference templates are used per word). The

likelihood function 1(Vi) is obtained from the equation

d1
10") = 1 - I P‘bt) dx (1)

. 0

Since no constraints are placed on word order during recognition, we make the

assumption that the string likelihood of a set of words is simply the product

of the individual likelihoods of those words. Clearly. there is a need to in-

corporate syntax statistics and string wellformedness into this measure for a

more representative string likelihood function. Furthermore the statistics used-

in calculating l’‘ are obtained from isolated word recognition. and so do not  “2 M04Vol 8 Pan 1(1086)
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perfectly reflect the situation of connected word recognition (this has the ef—
fect of producing relatively low values for equation (1)). We note these prob—
lems and hope to resolve some of them at a later date. the result we wish to
present here is the control algorithm and parsing process.

CHART PAISING

The parsing mechanism employed in this discussion is the chart parser. A full
description, plus code for this type of parser is given in [A]. The parsing
method we use is a bottom-up version which has the option of using lookahead to
restrict the parallelism of the'parser. Efficiency is important since parsing a
lattice involves much more search than conventional natural language parsing.

CDNTBIT FREE GIAHHAR

The grammar is written in EBNP. The sample grammar below is used in the pars—
ing example given later.

digit a Xzero | Xone l tho I-XIhree l Xfour I Xfive |
- Xsix | Xseven I Xeight I Xnine

Lcode - Xzero Xone

Ccode - Xzero Xnine

Bcode a Xzero tho

1. .. Lcode digit digit
C a Ccode digit digit

E u Bcode digit digit

The dictionary used by the parser simply indicates that the word 'ono' say. has
terminal category Xone.

CONTROL ALGOIITEX

The control algorithm below uses a heuristic threshold to limit the selection
of word matches. The threshold value is used because it is better to return
partially complete reliable strings than spanning utterances containing poorly
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recognised words. The control algorithm is given by

step i : Begin at the left most start frame, call it x.

Step 2 x Select the set 51 with start frame it

and likelihoods above the threshold.

Ask if the pre-terminal categories of S,

can start any rule. If yes then create active edges

for these with _the proviso that -

if any of these rules have terminal

symbols as the next symbol along from the start_

symbol then perform a simple lookahead to see

if this can be satisfied by any of the inactive edges

of the chart - if not then do not create an active

edge for that rule (this condition restricts the

parallel activity of the parser).

Hove sequentially to the end frames of the words in 51.

Ask if the end frame is the end of the speech for all

of the SJ. If yes then stop else set at equal

to the end frame and goto step 2.

A successful parse occurs if there exists one(or more) inactive edges which

span the entire 'utterance. If this is not the case then the largest spanning

utterance may be returned (or some other error recovery mechanism may be in—

voted).

This procedure is best illustrated through a simple example. Here we present

the initial. mid-process and final lattice configurations.

Initial Lattice

(3,1, 55.50247 .0. #90018, zero>
<10, 1 , 123.84567 .0. 231858, tvo)
(5,55, 123, 2a973,o. 519336.0ne>
(2.55.206. 36750,0.84A6M,nine>
(12, 123. 206, 25975.0. 752321. three)
(23, 123, 268,42045,0.590458 , {our}
(41,206, 288. 39906.0.335721, four)
(19,206, ZOB,“245.0. 186736,one>
<6 . 2‘8 , 188 , 27656 , 0. 659972 , seven>se

es
-L

em
ar

:
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In the lattice representation below inactive edges are those drawn below the

initial line and active edges those drawn above. An inactive edge is one which

requires no further processing to become complete. i.e. if a right hand side of

a rule is satisfied or it the edge is a member of the initial lattice, and

their contents are given in parentheses. The active edges require furthersyn-

tactic processing and these are represented below by category (left hand side)

with their requirements for completion given in parentheses.

Lattice after algorithm has progressed to speech frame 206

C(digit digit)

   

 

  

 

   

L di it digit)

Lcode(Xone)

Ccode(xnine)

1 ————— -- 55 ————— —— 123 ————— -- 206 ————— —— 243 ————— —— 288
I_v2 |__|l| Il_wa_|||_w9_|

I |___ll "4 | I
l Lcode(Ul.H3) H

l

| Ccode(vl,vh)

For clarity the immediate creation of inactive edges with the digit category is
omitted. Active edges for the rule Bcode is not generated since there are only

two possibilities for continuation at speech frame 123. namely with V3 and v‘.'
Note that H8 (although syntactically valid) will not he persued since its

likelihood estimate falls below the threshold (currently set at 0.2)
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Final Lattice

Hi "3 U5 V7

1 ——————— 55 ————— -- 123 ————— —— 206 ————— -— 24a ————— —— zsa

l_"2_l_||l ll_V8_||l_"9_H|

| |__I|___ i“ _| I II
|_ Leode(91.93) || |_ us _| H

I I II
|_ Ccode(v1,llla) | II

I II
| L(v1,v3,u5.v7) ||

| . I
I L(Vl,V3,Hé,U9) I

The result edges which span the entire ul terance are given by

(L - 0.099178
(Lcode - 0.256075

(Xzero - 0.490018) (Xone - 0.51938“)
(digit _ 0.590458

()(four - 0.590458”
(digit — 0.659972

(Xseven - 0.659972”)

(L — 0.0668553
(Lcode — 0.2545075

(hero - 0.1090018) (Xone — 0.51938“)
(digit - 0.752321

(Xthree - 0.752321»
(digit - 0.338721

(Xseven - 0.338721)”

and the partially spanning result edges are given by

(Geode - 0.5138907
(Xzero - 0.490018) (Xnine - 0.815664%» 4- V7

(Ccode - 04138907 - .

(Xzero - 0.690018) (Xnine — 0.856660) .+ V9

'Our present parser would rank and return the complete edges (labelled I. in the

use WAVole Pm 7mm
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above) before the fragmented ones (labelled Ccode in the above). Here we see
the need for including some measure of syntactic formation into the scoring
function. It is still not clear, in the context of the application, which ord-
ering to adopt when returning inactive edges following parsing.

The individual scores of the terminal symbols are converted to labels
(good,bed,indifferent) as a measure of the reliability we are placing on them.
This is achieved by thresholding. However, we have already mentioned the prob-
lems associated with attempting this labelling using the estimate represented
by equation (1). He, therefore, defer any comment on our results so far until
further experiments with different measures havebeen performed.

Note that the chart parser provides a good framework for error recovery within
a SUS. Here. for example, we could return the Ccode edge and H7 with their
corresponding estimates. The result being that the higher level knowledge could
use this information in its own strategy for disambiguating the requests of the
user. For example. it could accept the Ccode edge and then ask a specific ques—
tion to the useriin order to obtain the final two digits.

CONCLUSION

He have presented a control algorithm and parsing process which can provide a
framework for error recovery based on likelihood estimates within a SUS. The
parallel activity of the parser and the combinatorics of parsing a lattice are
reduced by lookahead and thresholding, respectively.

We have already mentioned the problems associated with using equation (1) as a
likelihood measure for connected word recognition. Further, when this measure
is used for speaker independent connected word recognition the scores it pro—
duces are relatively low. This does not affect the efficiency of the control
algorithm and parsing processes but does make the reliability estimation more
difficult.

Future work will concentrate on improving the statistics used in the likelihood
measure to more accurately reflect connected word recognition, and also to in-
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elude syntax statistics and syntactic vellformedness into string likelihood es-

timation.
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