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1. INTRODUCTION

The vocalisations produced by mos!t animals, including humans, exhibil temporal variations in amplitude
and frequency. It seems likely, therefora, that a fundamenta! task of the auditory system must be to code
and analyse these amplitude modulations {AM} and frequency modulations (FM) in soma way. This hypoth-
esis has been supported by physiological studies, which suggest that neural respanses 1o complex sounds
become progressively specialised at successively higher levels of the auditory pathway. In the auditory
nerve, AM and FM are coded as temporal and spatial varations in the pattern of neural firings. Consequent-
ly, there appsars to be no specificity for modulated sounds al the lavel of the auditory periphery. However,
beyond the audilory nerve, in the higher auditory system, many neurons show selectivity for particular rates
and directions of amplitude and frequency change (Moller [12]; Rees & Moller [16]). Indeed at the highest
level of the audilory system, the auditory cortex, many neurons do not respond to static lones at alf (Whitfield
& Evans [24]).

Highes auditory neurons that are tuned to a particular frequency of AM, with regard to their degree of syn-
chronisation or average firing rate, can be described as having a bast modulation frequency or BMF
{Schreiner & Urbas [18]). In the inferior colliculus of the cat, there is evidence for a topographic arganisation
of neurons according 10 their BMF, such that AM is represented by the spatial distribution of activity within
a neural array {Schreiner & Langner [19]). Here, we refer 1o such an arrangement as a moduiation map.

Itis proposed that a modulation map offers a novel computational means of representing amplilude fluctu-
alions in the speech signal, and wa present a computer simulation of the map which will form pan of an
integrated model of auditory processing. We also seport our results from using the map as a basis for ex-
tracting 1he fundamental frequency of digitally recorded speech.

2. APPROACHES TO MODELLING THE HIGHER AUDITCRY SYSTEM

In comparison with the auditory periphery, our knowledge of tha physiclagical mectanisms of higher audi-
tory procassing is refatively incomplete and fragmanied. Clearly, this lack of detailed physiclogical informa-
tion has implicatians for the way in which the higher auditory sysiem can be modelled. Balow, we discuss
some of the approaches thal have been taken and assess their validity.

2.1 Fealure Exiraction Models

Much of the physiclogical literature on the higher auditory system attempis to classify single naurons ac-
cording 1o the patiern of their frequency or temporal response. Based on this information, some workers
have hypothesised that particularcell types ara extracling specific features from the acoustic stimulus. A
typical example is the ON cell model employed by Wu ef al. [25] to detect articulalory-acoustic events.

The problem with this approach is that the choice ol ‘features’ which are “extracted’ is largely arbitrary, be-
cause the transferms that the higher auditory system performs on the acoustic stimulus are poorly under-
stood (Whitfield [23]). This difficulty is reflected in the diverse range of functions thal have been suggested
for cell types in areas such as the cochlear nucleus (Godtrey et al. [8]). Until we have a sound knowledge
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of the way in which the higher auditory system organises the input from such cells, feature extraction models
remain purely speculative. Consaquently, the concept of the auditory system as a hierarchical collection of
teature delectors is losing favour. Intuilively, it seems unlikely that in an auditory system consisling of many
millions of neurons, specific feature extracting tasks will be assigned to small numbers of a particutar ¢ell
type. Pracessing 1asks are more likely to be distributed across a large number of cells.

2.2 Delailed Physiological Models

The structure of the cochlear nucleus, the first of the higher auditory nuclei, is now quite well documented.
Consequantly, some workers have attempled to model this area as a network of neurcn models that are
connecied according to the known neural circuitry. This approach has been adopted by Poni [13], who de-
scribes a computational modsl of the darsal cochlear nucleus (DCN). This model avoids the ditficulties of
attributing specific functions 1o auditory neurons, because it considars the response of the network as a
whola. Howaver, even at the level of the OCN, the physiological data is still quite incomplete and the mode!
represents a simplified and probably inaccurate view of higher auditory processing. For example, the modal
described by Pont igneres the input from adjacenl cochlear nuclei into the DCN.

Also, there are problams with extending this maethod beyond the cochlear nucteus. Although there is data
describing the response properties of neurons beyond the DCN, there is very littia information concerning
their connectivity, Clearly, thera is a limit 1o the applicability of this approach until the detailed physiology of
higher auditory nuclai is known.

2.3 Representational Models

Given the problems of the two approaches described above, It seems thal the best way to proceed is nol 1o
attach a function 1o single cells, or to attempt to replicale the physiology at a detailed level. Rather, we
should be concarmed with modelling transformations that the higher auditory system might apply to the
acoustic stimulus, The nature of the higher auditory represantation should be guided by our knowledgs of
the cell types that provide the basis for the sensory analysis, and the impartant leatures of speech that the
auditory system is likely {0 preserve.

Several models of audilory processing have been described which use conecepts from neuraphysiclogy.
Thess include the cross-correlation model described by Deng &t al. [7), and the lateral inhibition network of
Shamma {21). Other models propose higher auditory representations of the synchrony between auditory
nerve firings, such as the synchrony/mean rate model of Seneff {20] and the synchrony sirand analysis de-
scribed by Cooke [5}].

In this work, we adopt a representational approach that is based on the concept of a modulation map.

3. MODULATION MAPS

A concept that has recently emerged in neuroscience is the computational map, a term which deseribes the
transformation of information into the topography of a neural array (Knudsen ef af. {10}). A map consists of
a parallel array of neural processors that are tuned la slightly ditferent values of the same parameter, so
that thera is a systemalic, place-coded representation of the parameter across the map. This crganisation
enables rapid processing of information, and codes it info a form that can be processed by simple schemes
of conneclivity, such as fateral inhibition. It is likely that computational maps represent the most efficient way
that the brain can represent and process information.

Most of tha maps identified so far have been in sensory areas, including several in the auditory system.
Whilst many have been identified in birds and bats, which have highly specialised hearing, maps have also
been identified in other animals such as the cat. It seems, therefore, that the computational map is a fairly
general concept of neuronal arganisation.
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Schreinar and Langner [19] describe a map of AM rate in the infarior colliculus of the cat, which we refer 1o
as a medulation map. The inferior colliculus consists of sheets of cells, called laminae, in which all the neu-
rons are tuned to a similar best frequency. Within each lamina, neurons with a similar BMF are systemati-
cally artanged inlo contours, with high BMFs represented in the middle of the lamina and low BMFs
representad on the circumference. Thus, tharg is a two-dimensional arrangement of neurons in which fre-
quency is reprasented on one axis and BMF on the other. The distribution of modulation frequencies present
at a particular best frequency is coded as peaks of activily in the neural map. Currently, there are no phys-
iological reports of a map for FM rate, However, since FM appears o be a parameler of some relevance to
the audilory system, it is quite possible thal such maps exist.

Wae believe that computational modelling of modulation maps is a novel means of representing amplitude
and fraquency modulations in the speech signal. It is proposed that the maps should be used in two ways.

3.1 Fundamental Frequency Extraction

Given the mapped reprasentation of AM rales across the auditory nerve fibre population, it is possible 1o
eslimate the fundamental frequency of @ speach stimulus. This can be achieved by building a distribution
of AM rates over all best frequancies, within a tima frame, and selacting the madulation rate which occurs
most oftan. Nota, however, that this is a 'signal processing’ approach which does not reflect the psycho-
physical praperties of periodicity (residue) pitch.

3.2 Formation of Auditory Objects

1t is usually the case that speech is heard against a background of other, conflicting, sounds. Cansequently,
the auditary system must be able 10 separate out those spectral compeonents which belong to the same
voice, One way in which it appears to do this is by grouping components which have common amplitude
and fraquancy modulations (Bregman et al. [2]; McAdams [11]).

The grouping of spectral componanis infa contributions from the same source al any parlicular time instant
is defined as simultancous grouping by Bregman el al. [3]. Spectral components are more likely to be
grouped logether if they share a common AM rate, independent of whether they are harmonically related.
Clearly, a map of AM rate wouid provide the information about the modulation rates present at different best
frequencias which is necessary lor this process. Additionally, a map of AM rate could form the basis for an
invastigation of the mechanisms of comodulation masking release. This lerm describes the ability of the au-
ditory system lo separate out a masked lone by correlating amplitude fluctuations in the background spec-
trum.

l Model of the Auditory Periphery ]

Amplituda Modulation Map Frequency Modulation Map |

Fundamarial Fraquency 8 Sequential Grouping on
Extraction i Gommon Fi

Simultaneous Grouping on
Common AM

Figure 1. Summary of proposals for using modulation maps in a modal of auditory processing.

Bregman e! al. also define a second type of grouping, sequential grouping, which determines which spectral
components have arisen over timg from the same source (Ihis is rather similar {o the correspondence prob-
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lem in vision). A map of FM could provide a description of the way in which spectral componants are moving
in time, which wauld form a basis for this type of grouping.

A summary of these prapasals is given in Figure 1. We inlend 1o incorporate AM and FM maps info an in-
tegraled modet of audilory processing (Cooke et al. [6]), which will embody a wider range of grouping prin-
ciples together with a post-streaming analysis. )

4. THE MODEL
The madal presented here is based firmly on the concept of a map for AM rate, bul ignores some of the
physiclogical details for reasons of efficiency. Neural maps are highly redundant, and contain many cells
that are broadly tuned 1o simiar values of the mapped parameter (Knudsen et a/. [10]). This redundancy
confars resistance 1o the lopological variations that occur in biclogical neural netwarks, but is not a neces-
sary feature of a computer madel. Hence, we use a much smaller numbar of modulation detactors.
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Figure 2. Schematic diagram of the model.

The structura of the modet is shown in Figure 2. The audilory pariphery is modelled by a bank of bandpass
filters funed 1o frequencies between 100Hz and 5000Hz, which simulate the effects of the mechanical filter-
ing action of the basilar membrane at a number of points along its lenath {Cooke [4]). We use an IIR filter
based on the gammatone function. This is an analytic expression for the impulse response of an audilary
nerve fibre derived from reverse correlation {deBoer and deJongh {1]), and has the form

2 -t"'lexp(—lﬂbt)cos(znwdldfﬂ for (r20)

Hete, n is the order of the filter, bis the bandwidth, w,(is the centre frequency and ¢ is the phasas (in radians),

Our madel of the periphery does not include a hair cell transduction slage, because adapiation of the audi-
tary nerve has a negligible effect on the subsequent modulation extraction. Instead, we extract the instan-
taneous envelope of each gammatone filter cutput,

tnfarmation about AM rate is exiracled from the periphery by processing the envelope of each auditory
nerve channel with a paralle! array of bandpass filters, These are tuned 10 frequencies between S0Hz and
500Hz, 1o reflect the physiological range of BMFs in the infarior colliculus (Schreiner and Langner [19]).
Rather than using, for exampie, 450 filters tuned in 1Hz in¢rements within Ihis ranga, the compulational load
can be reduced by employing 10 fillers with overlapping bandwidths, and calculating the instantaneous fre-
quency to which each is responding. This is achieved by employing a form of the gammaltone filter {which
is used simply for convanience), from which the instantaneous frequency is calculated as
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Hera, At} and /fl} are the oulputs of the real and imaginary parts of the gammailene filter (a derivation of
this equation is given in Cooka [5]). By extracting the frequency components of each envelape in this way,
we effectively delermine the modulation frequencies prasent in each ¢hannel.

5. FUNDAMENTAL FREQUENCY EXTRACTION USING THE MODEL

Fundamental frequency is an important parameter for many speech processing applications, such as
speaker verification and identification systems. This is reflected in the large number of algorithms that have
been proposed for fundamental frequency estimation (Hess {9]).

An estimate of fundamental frequency can be derived from the modulation map by forming a distribution of
the modulation frequencies that occur within a time frame, and selecting the rate which occurs most often,
This is achieved by summing the instantaneous amplitude of each instantaneous frequency filter (IFF) info
a bin that corresponds to the frequency, £ al which it is responding.

pih = ZIF (1 for (50 £ 500)

Over the time frame, the fundamental frequency will correspond to the bin p(f) with the largest value.

This approach bears some similarity to the correlogram proposed by Slaney and Lyon [22], which accounts
for many of the atiributes of psychophysical pitch. However, our map is purely a ‘signal processing’ ap-
proach that extracts fundamental frequency per se, and does nol attempt to medel the mechanisms of pe-
riodicity pitch. Consequently, although the map correclly predicts the piich of harmonic complexes, it does
nol predict the psychophysical pitch of inharmonic stimuli.

Here, we lest how 1the accuracy of the fundamental frequency estimates derived from thea modulation map
degrades in neisy conditions. For the purpases of a preliminary study, comparisons are made with an auto-
correlation pilch detector. This is based on the autocorrelation method described by Rabiner and Shafer
[14], and includes cenler clipping and simple logic to detect continuity errors such as pitch doubling. A
vaiced/unvoiced decision is made by thresholding the peak in the autocoerrelation function. The modulation
map does not currently employ a voicing detector, so only those frames thal are declared voiced by the au-
tocarralation pitch detector are used in the comparison.

The comparison of the two techniques was made aver a selection of 32 utierances from the TIMIT database,
consisting of two male and two female speakers from each of the 8 dialect regions. Pilch conlours were de-
rived for the clean utterance, and for five noisy conditions. Random noise was added te each utlerance 1o
give signal-to-noise ratios (SNR) ranging from 10 dB 15 -10 dB, in 5 0B steps. The piich tracks from both the
autocorrelation and modulation map were median smoothed, using a window size of 3. In all lests, the au-
tocorralation pitch contour for the clean utlerance was used as the reference for the comparison.

6. RESULTS

In order 10 quantify the error between the two pilch exiraction lecﬁniques. wa consider gross errors rather
than small variations in the tundamental frequency oomours For a particular frame, a gross error is consid-
ered 10 have occurred when the quantily
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exceeds 10%. Here, /. is the map or aulocorrelation sstimate for the pitch of the noisy utierance, and £,
is a reference autocorrelation pitch eslimate for the clean utteranca, in which obvious continuity errors have
been corracted manually. The percentage gross emor for the whole pitch contour is then given by the sum

of all the individual errors divided by the number of voiced frames. A frame length of 30 ms is used, and
pilch estimates are calculated every 10 ms {hence there is a 20 ms overlap).

E

Currently, 16 audilory filter channeals are used in the modulation map. Using more channels improves the
smoothness of the pilch contours very slightly, but this is not significant enough to justify the exira compu-
tational expense.
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Figure 3. Deterioration of the map {triangles) and autocorrelation (squares) pilch detectors for the male (left)
and female {right) speaker sets.

Figure 2 shows a plot of the gross percentage efrar between the two techniques, for the male and femate
speaker ses. For male speakers, the modulation map clearly shows a better performance in noisy condi-
tions. For the female speaker set, the pitch estimates from the map have a higher initial error than the au-
tocorrelation, but still degrade less in noise, Currently, we are unable 1o explain the poor initial performance
of the map for female speakers, but it may be due to the use of aulocarrelation as a reference.
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7. FURTHER WORK

Further work will concenirate on implementing a map for FM sounds, and on making the AM map mora
physiclogically accurate. For example, Rees & Paimer [1 §] report that the BMF of modulation sansitive new-
rons changes depanding on the intensity of the stimulus and the presence of noise. Eventually, the rmodels
will be incorperated into an integrated simulation of auditory processing.
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