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Modal synthesis procedures are extensively used in virtual reality applications to estimate the vibrations of 

rigid bodies and to identify the shapes of modes when subjected to an external force. Modal analysis involves 

the statistics of material parameters and damping factors. The damping functions are significant in virtual 

sound generation because the duration of oscillations depends on damping, i.e., how long the sound will be 

perceptible before fading out completely. The computed damping coefficients to be applied for synthesizing 

the subsequent virtual sounds when rigid bodies come in contact with each other in a virtual environment. In 

this study, we present a pipeline to generate virtual sounds for 3D object interactions in dynamic virtual envi-

ronments. 
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1. Introduction 

 

In a virtual domain, the coupling of realistic sounds with visuals accompanied by high-resolution 

graphics can significantly improve the sense of immersion and enhance the users’ involvement in 

interaction with virtual objects [1]. Sound synthesis approaches are mainly classified into two types: 

a granular synthesis technique and physically based synthesis. The granular synthesis technique is 

broadly used for synthesizing sounds by the researchers, whereas physically based sound synthesis is 

relatively new for producing realistic sounds accompanied by visual rendering. Numerous sounds of 

fluid dynamics with stimulating features have been proposed by Chadwick, Zheng, and James [2]. A 

rigid body interaction methodology is presented by O’Brien [3]. This methodology simulates rigid 

body vibrations that lead to variations in perceptual sound pressure. However, this approach is inef-

fective for handling interactive real-time applications [1].  

 

Recent up-to-date methods to synthesize virtual sounds for graphical object interactions are based 

on physically based sound synthesis methods. A recently introduced approach that achieves convinc-

ing results is based on modal analysis methods. In this approach, material parameters are extracted 

and subsequently used in a modal synthesis process for the synthesis of sounds. Another approach, 

known as a Rayleigh approximation, is based on the same methodology and uses linear approximation 

in the computation of damping functions. However, such techniques are often unable to handle the 

nonlinear modes of vibrations that create naturalness in the perception of sound. 
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2. Modal Analysis 

 

It is chiefly focused by modal synthesis method to deliver an accurate simulation of particular 

realistic entities for their acoustic properties [4]. This method does so by considering each object as 

a set of many small vibrating substructures. The material properties of the object, along with its shape, 

are evaluated in order to generate the modes of vibration by decomposing the object vibrations. These 

vibrational modes are provoked when the object has an encounter with some external force. A unique 

manner is defined by every normal mode of vibration through which the object can be restructured 

sinusoidally along periods. These vibrations can be approximately indicated as a linear combination 

of normal modes with different amplitudes, frequencies, and phases [5]. By using the linear defor-

mation equation, displacement vectors can be considered, as presented in Eq. (1).  

 
𝑴𝒙̈ + 𝑪𝒙̇ + 𝑲𝒙 = 𝒇                               (1) 

 

Here, M, C, and K are the mass, damping, and stiffness matrices, respectively. Because the surface 

vibrations during the contact of virtual bodies produce small-scale level damping, an approximation 

of the damping matrix is considered by a Rayleigh approximation. In other words, a damping matrix 

can be represented as a linear combination of the mass matrix (M) and stiffness matrix (K), and is 

given by Equation 2. 
𝑪 = 𝜶𝑴 + 𝜷𝑲                                 (2) 

 

The generalized eigenvalue problem given in Equation 3 is solved to decouple the system into the 

form described in Equation 4. 

 
𝑲𝑼 = Ʌ𝑴𝑼                                                    (3) 

𝒒̈ + (𝜶𝑰 + 𝜷Ʌ)𝒒 + Ʌ𝒒̇ = 𝑼𝑻𝒇                    (4) 

 

Here, Ʌ is a matrix with the eigenvalues of Equation 3. U is the eigenvector matrix that converts 

x to the decoupled deformation bases q and is represented as x = Uq. The solutions to Equation 4 are 

damped sinusoidal waves. The ith mode is given in Equation 5. 
 

𝒒𝒊 = 𝒂𝒊𝒆
−𝒅𝒊𝒕𝐬𝐢𝐧 (2𝝅𝒇𝒊𝒕 + 𝜽𝒊)   (5) 

 

Here, 𝑓𝑖 is the frequency, and di is the damping coefficient of the ith mode. 𝑎𝑖 is the amplitude, 

and 𝜃𝑖 is the initial phase. In Equation 5, the frequencies, damping, and amplitudes are referred to as 

the feature 𝜑𝑖 of that mode, which is represented as 

 

𝝋𝒊 = (𝒇𝒊, 𝒅𝒊, 𝒂𝒊)        (6) 

 

These features, as expressed in Equation 6, depend on the material properties, geometries, and 

exciting forces during real-time interactions. The general formulation is given below in Equation 7 

and Equation 8. 

𝒅𝒊 =
(𝜶 + 𝜷𝝀𝒊)

2
                                        (7) 

𝝋𝒊 =
1

2𝝅
√𝝀𝒊 − (

𝜶 + 𝜷𝝀𝒊

2
)

2

                          (8) 

3. Proposed Methodology  

In this study, we designed a virtual sound synthesis pipeline for object collisions in virtual 

environments, as shown in Figure 1. This section describes the computational framework of the 

proposed methodology.  
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Figure 1. Computational Process and Methodology: Conceptual flow 

As a first step, audio clips for different rigid-body impact sounds are recorded in an anechoic 

chamber hall and subsequently subjected to a feature extraction processing chain. High-level 

features are extracted with a spectrogram analysis of these sound clips by splitting them into 

short intervals of overlapping window frames in the time domain. A power spectrogram is ob-

tained by applying a short time Fourier transform (STFT) using a Hanning window function to 

each frame of the sound clips.  

We applied a search algorithm to determine potential peaks in the time-frequency spectro-

gram. These peaks correspond to the potential modes of the recorded sound in the form of 

damped sinusoids. The potential modes are filtered out based on the criterion of selecting the 

strongest peaks for a specified time window. These features are detected in the form of frequen-

cies, damping, and amplitude envelopments 𝜑𝑖 = (𝑓𝑖, 𝑑𝑖, 𝑎𝑖), which are known as extracted fea-

tures. 

Second, a material parameter estimation algorithm is applied based on an optimization pro-

cess. These parameters are represented as 𝜑𝑖 = (𝑓𝑖, 𝑑𝑖, 𝑎𝑖). To calculate the parameters, we created 

a virtual object of the same size and geometry as that of a real object from which the features 

were extracted. This object is tetrahedralized to compute the mass M matrices and stiffness K 

matrices by providing initial values of Young’s modulus E0, Poisson’s ratio ν0, and mass density 

ρ0. The eigenvalues λi are computed as follows: 

𝝀𝒊 =
𝜸

𝜸0

𝝀𝒊
0                           (12) 

Here, γ = E/ρ is Young’s Modulus ratio, and γ0 = E0/ρ0 is the ratio of the initial assumed 

values of mass and density. A unit impulse is applied to the object that generates excitations of 

the eigenvalues as given in Equation 5, and is denoted by 𝑎𝑜
𝑗
. Finally, the parameters are com-

puted by combining Equations 7, 8, and 9. The sound is synthesized using the estimated param-

eters in Equation 10, given below: 
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𝒔[𝒏] = ∑ (𝒂𝒊𝒆
−𝒅𝒊(

𝒏
𝑭𝒔

)
𝒔𝒊𝒏 (2𝝅𝒇𝒊 (

𝒏

𝑭𝒔

)))

𝒋

 (13) 

4. Discussions and Future Work 

The advantage of this approach is that the properties of recorded audio can be transferred to 

different objects of different sizes and of various geometries. In the final step, residual compen-

sation is applied in order to compensate the non-harmonic part of the real sound example. A 

linear modal approach is unable to detect the non-harmonic part during the sound synthesis pro-

cess; therefore, the quality of the sound remains unnatural. In our method, we followed a tech-

nique for residual compensation based on subtracting the representative sound, synthesized from 

material parameters, from the original sound.  
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