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ABSTRACT

Among the most useful methods {or the spectral estination
of speech signals are those bleed upon the principles of
Linear Prediction (LP). Due to the particular spectral
energy distributions of voiced speech sounds. it is
otten advantageous to develop LP models of selected
portions of the signal frequency response, rather ‘than the
entire spectral range. This modification leads to the
formulation of the technique known as ‘Selective Linear
Prediction'. However, the choice of frequencies which
divide the individual regions, and the predictor order to
adopt in each portion of the overall spectrum are both
essentially intuitive and based on merely an approximate
notion of the energy distribution of the signal under
consideration.
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I. INIIODUCTIOI

The notion of a parametric representation of the speech signal
is of central importance in many areas of speech processing.

One of the most successful characterizations of’ acoustical
speech behavior is based upon the excitation of a slowly
time-varying linear system (representing the combined effects of
the glottal wave, vocal tract and radiation of speech energy
from the lips) by a Quasi-periodic pulse train for voiced speech
or random noise for unvoiced utterances. In the particular
class of parametric models associated with Linear Predictive
Analysis, the transfer function of the linear system is

represented by a finite number of poles over short time
intervals during which the signal is assumed to be stationary
[al.[ll]. A simple LP synthesizer based upon such a scheme
would. therefore, be of the form shown in Fig. i.

The pro-eminence of linear predictive methods in a wide variety
of speech processing applications stems from the existence of
simple end non-iterative algorithms for the evaluation of the
predictor coefficients and the ability of LP analysis to provide
accurate estimates of the basic a each parameters such as pitch
[I],[2], formant positions [33,[4] and vocal tract area
functions [5].

In addition, LP can also be used in the area of spectral
estimation as an effective means of speech spectrum smoothing.

This particular attribute is a consequence of the fact that LP
tends to model the envelope of the spectrum without being
sensitive to the fine structure caused by the periodicity of the
speech signal [6]. The predictor parameters can then be stored
in speaker/speech recognition systems in order to generate the
model spectrum when a comparison with the corresponding model

for the unknown speech signal is required.

Alternatively, the smoothed signal frequency response can be
used to enhance considerably the efficacy of a formant
extraction process where the positions of the peaks (or
formsata) in the speech spectrum are calculated via a simple

peak-picking procedure. These formants also form an efficient
characterisation of voiced speech sounds and can be incorporated
into effective formant speech synthesiser configurations.

The generalisation of the method of spectral LP to the case
where a given spectral range is matched by a model'frequsney

response was first described by Kakhoul [T] as 'Selective Linear
Prediction'. Two important factors which determine the accuracy

of the model spectrum are (i) the break frequencies between
Selective LP segments and (ii) the allocation of predictor

orders between the various regions. However, the choice, of
values for both of these variables is usually fairly arbitrary

and is generally decided on the basis of a qualitative  12s - ProcLOA. Vols summons) 1
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assessment of the concentration of spectral energy within
various frequency ranges of the original signal spectral
response-

In this paper. an approach to the Selective LP modeling of
speech spectra is presented which optimises the fit between real
and model frequency responses with respect to both the segment
break frequencies and predictor orders. The technique utilised
in the implementation of this optimising process is Dynamic
Progranming (DP). Therefore, after an initial description in
Section 2 of the underlying theory of Selective LP spectral
estimation and its uses. Section 3 outlines the development of
an algorithm for frequency response segmentation based upon the
principles of DP. The error measure to be minimised during the
optimisation procedure is also introduced in the context of its
applicability to the particular type of signal under
consideration.

Section 0 describes another application of this technique where
certain additional constraints are included in the DP algorithm.
These segmentation restrictions produce breaks between regions
such that a single speech formant occupies each segnented region
and is, therefore. described by a single. low order, Selective
LP model. Finally, the results of the application of this
procedure to several vowel sounds are presented.

2. SELECTIVE LP SPECTRAL IODELIIG

In the time doeein formulation of the autocorrelstion method of
LP analysis, the N windowed speech samples Ix : o<n<n-1| within
a given Irene are employed directly in the evaluation of the
signal autocorrelation sequence as:

l-1-i '

s - x x 130 (1)

n 0

However. for the purpose of spectral estimation, only the
discrete power spectrum lP(w ): Ogmgfl-1. w -2 nm/HI may be
available and so the autocerrefstion values ma? be obtained tron
the signal frequency response by an inverse DPT operation.

"-1

R1 '% 2 anieu'I I (2)

m-O
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or. since P(v.) is reel and even.

u/2-1

3‘ .LI 12(0) . (.1)1 12(12) 0 2 2 P(vfl)coo(ivl) (3)

n-I

For a linear predictor of order p, the first (pt!) values Int:

0513p! are calculated and are then used in the computation of

the predictor coefficients in : likipi and nodal gain (G) using.

for example, the Levineon-Durhin algorithm described in [e] to
solve the folloving equations:

1515p a a -n o a k (4) ‘
k i-k 1'

These parameters are finally used to evaluate the discrete model

power spectrum P(vn),

 

(:2 OSmSN-i
m.) - p 2 : (5)

It ako'Jk'n 'm'z ' "I"
_k-t

In Selective LP, the above technique is generalized to the case

vhere a given portion H iv (v (i.e. aimih) of .the speech

spectrum P(v ) ie to he fledglea by the LP estimate P'(v ‘). To

compute the parameters of §'(v '), the required regionunuat be

mapped onto the Selective LPnfrequency domain such that vl===90

and v€==fi In as shovn‘in Pi . 2 and than the above method can he

implemented to obtain P'(vl'§

The entire procedure for the evaluation of this epectral

eatinate is. therefore. as follows:

 

(a) Define a new spectrum P'(vn) based upon the required

frequency range:

N ). < <
p-(vn) - "' "Jr" (a)

undefined otherwise

no ' morn. Vole anmm)?
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(b) Transform the actual frequency values (em) into the
corresponding frequencies (wu') within the Selective LP

 

domain:

._ m-a
wIII n (b-a*‘) aimih (7)

wn-wa
or wIll - n —2“— vagenivb (8)

'b"a*T

This linear mapping ensures that wa=)0 and wb=)=1v as
required.

(e) Let P'(21r- w ') - P'(v '). This defines P'(wm') over the
lover half o? the unit circle and wn' new spans the entire
range Oiwm'£2n -

(d) Compute autocorrelation values In : 0115p} from (3) with
l-2(h-att) and P‘(wn‘),wu' replaclni P(wn),wn.

(s) Use procedure .outlined in equations (4),(5) to compute the
model spectrum P'(vn').

The reason that Selective LP is of potential value lies in the
particular spectral energy distributions of voiced speech sounds
which suggest the desirability of splitting the speech spectrum
into several regions and treating each segment as an independent
spectral estimation problem.

For example, speech is often sampled at a 20 kHz rats to deal
with the whole range of voiced s unvoiced sounds. However, for
voiced speech. the 0-5 kHa interval is of most interest and so a
high predictor order (e.g. p1-12) can he allocated to this
region and a lower order (e.g. p -5) for the 5-‘0 kHz one
whereas to tit the whole 0-10 kfln range with one LP spectrum
would require a predictor of order 24-28.

In this manner, not only are the computations reduced but a
lower number of poles need to be interpreted it formant analysis
is involved. The linear prediction parameters can also be stored
for subsequent use in speaker/speech recognition systems where
,the Selective LP spectrum is used as a template against which
the actual power spectral density of a given utterance can be
compared.

Even in the 0-5 the interval. it would aesm' worthwhile to
segment this range into smaller regions since the majority of
signal energy is concentrated for meat voiced sounds below 2-}
k": and so it' is more important to represent this area
accurately than higher frequencies.

won. Vol a Pen mass) 131
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2- DIILIIC PROGRAIHIIG APPLIED 10 FREQUBIGI RESPOISI SBGIBIEATIOI

Inl the previous section. the choice of predictor orders and
break frequencies between Selective LP segments could be made
totally arbitrarily. However. this work is concerned with the
evaluation of these parameters such that the fit betueen the
original speech spectrum and the medal frequency response
consisting of several LP regions is 'best' in relation to a
suitable error criterion. Therefore. the form of error measure

to be employed in this analysis must first be considered.

3-! Choice of Error Criterion_

Let Total number of Regions - R

Length of Region n . - rn n

Endpoint a! Region n - t - 2 r
n 1.1 i

Order of Predictor in Region n - pn n

sun of first n Predictor Orders I un - 2 p1 '
i-l

Error in Region n - §n(rn.pn).

In addition, the log magnitudes of the si nsl and model spectra

are given by lei: tiiSN/ZI and 1 (rn,pn): iiiiN/ZI
respectively. Since the differences between real and model

spectra are to be minimised, a squnred error measure as in (9)

vould seem appropriate.

t
n

2Banana) 2 [a1 - gunman (9)
i-tn-rn~1

However, even though errors thnt occur at high frequencies are

less important to the effectiveness of the model as the signal

energy is less, they are provided as much emphasis in this

scheme as these at lever frequencies. One solution to this

problem lies in the use of a 'Ueighted (squared) Error
Criterien' of the form shown in equation (10).

t
I

2
Enhnmn) - ai-[e1 - aha-nu” (10)

l-tn-rn*1

MOAVOIOPII‘R'IUM)«3'2
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It is important to note that the minimization of this error
criterion will actually result in a process involving two nested
optimizations. The first is inherent in the choice of the model
frequency response 1 (tn.p ) within the given region since the
linear prediction process itself yields this response in such a
manner as to minimise the sum over all frequencies of the ratio
of the signal power to the model power spectrum [6]. The second
minimization is that of the weighted error measure and is
carried out over the entire a each s ectrum with respect to both
the region sizes (rn) and predictor orders (pa) in order to
obtain the optimal values for both of these parameters-

One major advantage of this approach is that it takes advantage
of both the local spectral matching properties of LP and the
suitability of the weighted error measure over a broader
spectral range. This is so because LP tends to match the signal
response much more effectively in the regions of spectral peaks
than the areas of low signal energy [8]. The perceptually
important regions corresponding to ferment peaks are, therefore,
well represented.

However, the LP spectral matching process operates uniformly
over the entire frequency range and results in an estimate which
treats regions of both high and low signal energy in the same
manner. As mentioned above, the Weighted Error Criterion has
certain advantages in this respect and so it is this form of
error measure which is implemented in the optimisation procedure
discussed in the next section and is also used in all subsequent
results-

}.2 Development of Segmentation Bguations

Hith 2 regions and given values for the predictor orders p1.p2.
the optimal break frequency can be quite easily selected as that
frequency yielding the minimum total error. This problem will,
however, become intractably complex if 3 or more regions are
considered - and even more so if the values of p ,p2,...,pR are
also to be chosen optimally in some prescribed menier. .

It is at this point that we must resort to a more sophisticated
technique than simple enumeration of all possible combinations
of break frequencies and predictor orders to determine that
which gives the lowest error. The approach adopted in this work
‘ia that of Dynamic Programming - an algorithm that has been used
quite successfully in, for example. the time domain segmentation
of speech signals [9],[IO].

The concept of optimality in relation to the choice of segment
endpoints has been discussed above, but the implication of the
term in calculating region predictor orders is less apparent.
This is because it is meaningless to discuss the 'optimal'
number of predictor coefficients to employ within a single LP

ProcJ.0.A. Vol 3 pm mess) 133
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region since the fit of the model improves indefinitely es the
order p increases [11].

However. it is possible to determine the optimal allocation of
coefficients between the segments to minimize the error between
real and model spectra such that the sum of the individual
orders over all the regions (u ) is a constant. It is this
definition of optimality which hall be considered in this
section.

Let (“(tn,un)- LEASTCOST APPROXIHATION OF FIRST t SPEECH
SPECTRUM SAKPLES BY FIRST n SELECTIVE LP REGIONS
WITH an AS THE SUI 0? THE FIRST n PREDICTOR ORDERS

fhen, with the weighted error measure of equation (10). this
cost function can be expressed as:

!n(tn.un)- Him His l fn_‘(t“-rn.un-pn) t En(rn.Pn) I (1‘)
1In 1'I:

This equation implies the following:

As r is the length of the nth segment. it is known that the
firs! t -r samples are to be represented by (n-I) LP regions
with an :32.1 predictor order of u -p and f -‘(t -r .u -p )

gives the lowest possible error for thig gooditigi. TRe Errsr in
the nth segment itself is then given by B (r .p ). The
parameters r .p are then varied over their allgwsElenranges in
order to findnthase values which minimise the total error up to
end includin the nth segment. This result is finally assigned
to f (t .u g and can be used iteratively to compute errors
erisiag fro: segmentation into (ntl) regions.

The possible range of values for r ,tn,pn,u at each stage must

now be considered. The most stringen! constrsint on the
variation of rn,t in this cese is the fact that reesonsble
spectral matches ago only obtained if the number of samples in s
segment exceeds st lsest double the predictor order in that

segment [5]. For p .u . the corresponding limitation is that,

in Selective LP. nth minimum number of coefficients that may

normally be assigned to any one region is usually 2 - in order
to produce at least I couple: pole in the model spectrum. Using
these results. the following equations constitute a complete
description of the segmentation procedure.

134 ’ mo;Vol 3 Pen vases)   
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For I region:

{1(t1,u‘) - 31(r1.p|) 21:152‘511/2 ; 29: gun (12)

For subsequent regions:

(“(tn,un) - Hin n_‘ lin

2y’all-nitn-z 2 pi 2il’n£"‘n.2(n“)
1-1 -

l fn_1(tn-rn.un-pn) ' Bn(rn.pn) }

z zptgtng/z ; 2n$un£un (13)
m

Starting with equation (12) and subsequently using (‘3). the
number of segments is increased such that n-l.2....B, where R is
the required number of regiona. The final result is then given
by {R(l/2,un) which is the minimum error when all "/2 samples
are represented by 3 Selective LP regions with an overall
predictor order uR. -

However. this process does not automatically yield explicitly
the optimal breakpoints for each segment and these values must
be evaluated by 'Bscktrscking'. The values of r .p which
produce the minimum error f (t .n ) (i-e- the optimizing values
rn'.pn’) must. therefore. bg seorsd at eeeh stage.

At the end of R stages; these results can be employed in the
calculation of the optimal segment endpoints It ': 1$B$RI
recursively as in (14) starting at the last sample. n

Initial Condition: 2' - n/a
R

| e e (14)
tn-‘ - tn-rn n-R,B-1,....2

At this point. the optimal break frequencies and predictor
orders are known so that the LP frequency response consisting of
n regions can be reconstructed and compared with the real speech
spectrun.

moaVonm these) ‘35
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3.3 Segmentation Results

The: above procedure was implemented for 2 and 3 region
segmentations with optimal breakpoint selection and predictor
order allocation. The results are illustrated in Pig. 3 along
with the associated region and frequencies and errors. As u -12
in both cases, a 12th order single region LP spectrum is glee
shown for comparison. The speech segment under investigation
consists of h-256 data samples from the voiced phoneme / x /
sampled at a rate of IO kHe.

Both plots indicate a considerably improved fit between real and
model spectra over the single region LP model but a more
quantitative assessment of the improvement is obtained by
comparing the total weighted errors indicated in Pig. 5 with the
equivalent value for the single LP region given below.

VEIGHTED ERROR FOR SINGLE 12th ORDER LP REGION ' ‘96.775

The reductions are. therefore, over 40% this
employing the same overall predictor order.

on figure while

4- SPEECH SPECTRAL SBGHEHTATIOI INTO PORIAHTS

4.1 Additional Constraints for Division into Pormant Regions

The general hreakpoint/predictor order allocation technique
now modified to allow formant-type regions to be selected and
thereby obtain estimates of speech formant frequencies and
bandwidths. The changes necessary are listed below.

is

(a) The predictor order in each region is fixed at p-2 to
produce a single resonance peek modeling each speech
formant. This reduces the computational requirements
considerably and also allows the 2nd order model parameters
to be expressible directly in terms of the autocorrelation
sequence In .R‘,R21 as in equation (15). This eliminates
the need or a general routine such as the Levinson-Durhin
algorithm.

2 2
O-Ei

2sin -n‘n° ,ni-nzno
—— VT =

2 _ R
1 2 2 '

'31 Ro'fll
(15)

 

GZ-(I-ag)
O 0

(h) A minimum possible size for each region (r i ) is
established such that all segments cover a trequenc nrange
of at least 250 He (approx) which allows formant-type
regions to be selected hut precludes the possible isolation
of pitch harmonics in the original frequency response (which
generally have a frequency range of around 100 Re).
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(c) From the 2nd order LP model system function “(2) of equation
(16). the poles of H(n) will he at the positions indicated:

( , a .H s I "—-____'__-‘—_1 _2 ; Poles at z,n -
10a s *a a 2 ('5)

 

' PLJQ

Therefore. it (a )2-4s )0. the Selective LP model consists
of a pair of real poise and the terms "resonance frequency'
and 'bandlidth' lose their inherent meaning. This is
obviously not the type of situation which is required in the
estimation of formant positions and so this form of
segmentation is prevented by setting the error for the nth
region to a very large value it, {or a certain t .r . the
predictor coefficients are such that real poles occur. This
prevents this combination of tn,rn leading to the minimum
(“(tn.un-2n).

The results of spectral segmentation with the above constraints
are shown in Fig. 4 for 4 different voiced phonemes with fl/2-125
frequency samples and a sampling rate or 10 kHz in all cases. A
single region LP spectrum of the same overall order as the
Selective LP model is also shown for comparison. These plots
indicate that this form of segmentation does indeed tend to
produce divisions which separate the individual formants as
required.

The number or regions ranges from 4 to 6 depending on the
utterance and it is the choice of the total number of segments
(which also determines the overall predictor order) that is
discussed in the next section.

‘.2 Number of Segmentation Regions

The reduction in weighted error as the number of segments
increased was found to he of the same asymptotic form as that
for a single LP region with increasing predictor order (although
at a much faster rate). This suggested the use or a stopping
criterion similar to those employed {or standard non-se nented
LP modeling. One such criterion mentioned by lakhoul [II which
takes account of this asymptotic behavior was investigated.

Let Eto‘ I TOTAL VBIGHTED ERROR FOR n REGION MODEL

I fn(tnIN/2.unI2n)

menu: a Fan races) 137
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The following threshold test is then implemented:

n91

Btot
n n

atot
This implies that T should fall sharply to a value below 6 when
the required numbEr of regions is reached and subsequently
remain steady. The variation of T with the number of segments
(n) for the {our utterances iEvestigated earlier is shown in
Pig. 5. Arrows indicate the number of regions illustrated in
the results of Pig. 4- This threshold test, therefore. provides v
a reliable stopping criterion with any value of 6 in the range
o.os<5 (0.18 yielding the required number of regions.

 

< 6 (I7) 1

5. SUIHARY

A procedure has been established {or the partitioning of speech
spectra into Selective LP regions in order to minimize the
discrepancy between real and model frequency responseswith
respect to a weighted error criterion. This technique uses
Dynamic Programming to yield both the optimal set of breakpoints
and allocation of predictor orders and was found to produce
considerably improved spectral estimates of the original signal
when compared with standard LP modeling;

 
The feasibility of spectral segmentation into torments using 2nd
order regions was also established for a variety of vowel
utterances. An effective stopping criterion was finally
developed for the number of segments to implement in this
enalysis - thereby offering a solution to the difficult problem
of choosing an overall order for the linear predictor.
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 ’18- 5: Variation of Threshold Tent Value with Number of Segments
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