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1. INTRODUCHON

1.1 The recent Department at the Environment and Welsh Office Planning Poliq Guidance: 'Planning and

Noise - Consultation Dratt' [1] sets out a range of noise exposure categories for diflerent sources. The

categories reflect observed ditterences in cornmunity'respome at the same L“ It is important that noise

exposure ls determined accumer tor each significant contribtnlng source as msessment based on these

categories can have significant corsequenoes for planning and development.

1.2 Prediction and measurement

Noise prediction ls essential for new sources. but will usually be smalect to some degree of enor under most

circumstances, particularly where there is some uncertainty regarding the characteristics of the source. Existing

noise sources can be measured bu source Identification is then a problem it there is more than one source

present. Manual Identification ls usually onty teesibla tor shon term monitoring whereas automatic identification

is currently only feasible for long term permanent noise monitoring systems where the microphones can be sited

to avoid ambiguity. and where there is independent verification at particular events.

13 Automatic source identification

This paper describes progress made under a research project to establish the potential for automatic noise

source Identification for use in field portable noise measurement systems Such measurement systems must be

capable ct breaking down the overall noise errvlronment into the L“ comnbutions made by each significant

source to be 01 any practical Lee. It is important thm the source Idemificmion system does not compromise the

basic measurement accuracy achlevable with a conventional sound level meter and microphone combination.

0n the other hand. the level at source identification required is limited to generic source's/pas. a9. elm-an. road

traffic. etc. There Is no need for Identification down to the level at individual vehicles, there is no practical use

forthis level or detail inthis context. This protein was limited to alrcratt. road traffic. and railway noise as generic
transportation noise sorrrces. with discrimination against clher sources at background noise having a high

priority.

2 ALTERNATIVE SYSTEMS

at The most convenient type at syslern for general field use would be based around a conventional sound

level meter fitted with a standard measurement microphone and with appropriate signal processing

enhancements to achieve source Identification The first stages of this research project [2] investigated the

potential for pattern recognition techniques using the acoustic teatures available from a single microphone

channel to achieve reliable identification There are no memmernent grade directional microphones because at

the dilficulty of constructing a directional microphone with uniform directlvlty throughout the working frequency
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range This means that directlonal Information Is not available to a precision grade single microphone system.

although It Is certainty feasible to use direcllonel microphones to discriminate agelnst fixed noise canoes for

eourceldenttlicationasopposedtodirectmeastlomentpurpoees.Nevertheless,thereleagreetdealof

temporal and spearal Information available. from which It might be possible to extract suitable features for use

In simple pattern recognition against a library of pro-determined templates

22 Multltrack recortflngs

Aircrm remuafticandrailwaynoiseareeachbuiltupfromasequenceeflndlviduelvehlcleevents. Tt'lereis

usually considerable variabillty In terms of acoustic features from one event to the next. which might conlumd

successive measurements of a particular source made at different distances or In different orientations with

respetrl to the source. In order to Investigate this a number of multltrack recordings using a wide spaced

microphone array were made of aircraft, road truffle. and railway noise in carefully selected locations that had as

little extraneous noise as possible These recordings were then analysed in a number of different ways to Ioolr

for particular acoustic features that could reliably differentiate between the different sources.

23 Spectral and temporal overlap

The general conclusion was thm there are sufficient temporal and spectral cues available in most pennanertt

noise monitoring situations to allow a single microphone system using template matching pattern recognition to

work satisfactorily but only where discrete events are separated in time with a good signal to noise ratio. and

more there Is some flexibility with respect to microphone siting 0n the other hand. the particular features

which could be used for source identification varied across different measurement sites. such tint a unique set

of features would probably have to be adopted for each new site. This is because the overlap of most temporal

and cpeural features between different sources at different memurement sites is likely to exceed the

differences between different sources at the same site. This means that template matching pattern recognition

using a single microphone system is only Iikety to be feasible for permanent monitoring systems Mtere a

significant Investment in setup time can be justified. It seems that the major noise sources on aircrafl. road

vehicles and trains have many similarities in terms of acoustic feaures. whilst different operating conditions and

different measurement sites impose relatively large differences.

24 Spatial and Directional information

The next stage wa to consider methods of taking spatial or directional information Info account. Human

listeners with normal hearing can localise sources in three dimensional space. both passively In terms of the

spectral and temporal differences of the acoustic signals received at the two ears. and adaptively, when the

differences in the signals received at the two ears are compared at different head positions so as to 'horne-In‘ on

the source by moving the head where the source direction is otherwise ambiguous. In addition. a human listener

gerrerally has a considerable amount of nonacouslic information available to inform source identification

decisions. It is unreasonable to expect a machine to perfunn as well as a human listener with very much less

Information available It is also unnecessary for the machine system to perform better than a human listener, as

such fine source distinctions would be of no interest for practical assessment purposes.

25 Close spaced microphone arrays

Bearing In mind that directional microphones are not suitable for proclaim measurements, the next stage was to

consider the Lee of microphone arrays to obtain directional or spatial infon'natiorl Close spaced arrays can

provide directional over a wide frequency range (depending on spacing) thrwgh appropriate signal

processing of the combined signals. Adaptive beamfonnlng techniques can be used to steer the directan
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set-isitMtyotthearraytotolloumm/ingeources. flierearetwomaindlsedvantageslothle approach First. a
highly directional array requires a lame number oi microphones and sophisticated signal processing. Fuii
bandwidihaudioslgnalstrorneachmlcmphonechanneimustbeapproprlatelyprooessedlnreeltlmeThis

could beveryatpensive Inierms otsotiwere developrnemeventhoughthe prioeoldigitaislgnal processing

hardware ls tailing rapidly. Second, wherein narnm directional sensitivity would be essential to give good

discrimination between d'riterent sources. a steerable array would have problems with extended sources such a

road ualfic noise or raiMey noise. which are actually composed at many separate individual sources. This
meam that adaptive baarnt‘orming systems are more suitable tor specialised applications than for general llald

weatihep'esenttime

26 Widespaced microphone arrays _
Wrdety spaced arrays can give simple spatial information In Ienns at the relative levels screw different

frequency bands at each microphone as a result of ditterentiai attenuation from each source. A reference
microphone ls placed at the desired measurement position. and a number of remote microphones are
distributed around the site to inform the identification system at the presence of canan from each at the

meter contributing sources at that site. The identification system can then operate on lrequenq spectnim time
histories from each microphone This represents a considerable reduction In data throughput and brings the

necessary signal processing and data storage requirements within the range of portable PCs A second

advantage olthls system Is that each microphone In turn cart be considered as the reference where a blanket

survey or a large site is reqliiired For example. ooraider a site surrounded by main roads With a main line
railway crossing undernaaththe busiest main mart at right angles and with a regional airport nearby. The site Is

hypothetically under consideration for development tor a noise sensitive use. Road traffic and raiMay noise
levels will vary a great deal across the site. wheres the contribution lrorn overtlylng aircraft will be relatively

constant In comparison There are considerable advantages to being able to deploy a multichannel data logging
systernatsucheltes. mmanmwlngarumdhunonepoelflmlothemnseqmlaflywflhwwembnal

techniques.

27 Multichannel Data Logging Systems
Considean the above antarnple, comerttional technology usinga short L,“I dds logging sound level meter such

a the Clnus Research 236A can cope. bin at a heavy manpower cost. The Cirrus system allows for manual
source coding for later decomposition of the short Lu time history at each measurement site into separate

source contributions. Skilled manual Interpolation oi the'combined data obtained at a number of positions within
the site wwtd be capable at providing all the necessary data tor land use planning purposes. but cost limits on

the amount of data available would limit the accuracy because at sampling variability. The multichannel system
proposed here could use asimilar type at data logging sound level meter system at each microphone position

(or possibly short range low bit rate radio links back to a central data logging station). The source identification

system cart then be applied to the combined data set to decompose the L” contributors trorn each significant
source across the site as a whole.

28 Validating results

The lundamentai ditiicuity In investigating any scheme for data preeming Is that or validating results. Whilst it is
possible to demonstrate the practical validity of any technique tor automatic source Identification egaimt real-lite

tleld data by simultaneous observation. It is not possible to demonstrate that the system Is capable of correctiy

decomposing a complex noise ernrlronrnerit into the LM contributions from each significant source as there is
no lndependertt method at determining these contributions in the Ilech Since this Is the real objective olthistype
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ot identification system it is necessary to m simulation techniques to provide noise level time series datetor

axpenmenlai systems. A simulated time series must be generated to represent an actual time series that would

beoualnedetareat anayotreteremeandremuemiaophoneadeployedmndesflewflhmuhipie

cormibutlng noise sauces, by combining actual time series data obtained with wide spaced arrays deployed at

sitesvmerethereieontyonemaiornobesourcanursthaseperateswrcecontribulonsattheraterence

microphoneoan bepreclsety determined in advance

3. STATIONARY SOURCES AND UNEAR REGRESSION

3.1 Linear regression techniques can resolve the contribution made is] stationary sources at the reference

mlcropt'lone using data tram remote microphones pieced near to the stationary source. In this case. there are

some advamages to using a directional microphone to discriminate against other noise sources at the remote

microphone position. provided that the date at that pmition is not required for primary (reference)

measurements. Unear regression of noise level time series data can then estimate the attenuation ccnstmt.

over different frequency bands it necessary, tor noise propagation from the stationary source between the

remote and reference microphones. The mgmeim calculation must beupdated continuously by moving the

regression time window along the datato take short term changes In propagation characteristics irtto account.

32 A number of trials were carried out using this technique. which showed that linear regression can

preclsety determine the actual comrlbutione at the reterence microphone due to moiety identified stationary

sources. even under conditions with lntennittent high background noise level and other distmbanoes.

5. MOVING SOURCES AND LINEAR REORESSION

4.1 The head step was to irrvestimte the applicabll‘ny of the linear regression technique to moving sauces.

The problem here is that there is no longer a linear relationship betweenthe noise level time series contributions

duetothe moving sources! the remoteandrelerence rnlcrophoneposltlons, Theoniy practical solution tothla

probtern is to increase the sampling duration to encompass the entire noise some pass-by event. so as to

ettectivety regress a time series at SELs (Single Event L," referenced to I second duration) due to separate

events it w envisaged that the variability of SEL attenuation from the remote to the reference microphone

overlndividualeventscmidthen betreatedes erandom enormlchcouldthenbetakenlmoacmd by an

appropriate sample size. A number at spreatkhed simulation exercises were carried out which showed that the

assumed event duration was a crucial variable. Untortunateiy. a short assumed avert dwatim reduces the

linear correlation between the level changes at each microphone. while a long assumed event duration causes

the regression to effectively ignore the contribution from the events In question. producing a higher correlation

but no usetut attenuation coretants. The only solution to this problem would be to Idemity the attentive event

duration at the reference microphone accurately tor each event, but this is temologoua and therefore

mrworkaoteJ't-ilsmeans.eflectivetthatmereisnouMquesaotacmsucteetweswhichcanbeLeedto

identitythe diflerent movingtramportation noisesouroes against otherbeckgromd noise sauces, even when

spatial factors are taken into account.
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& SOURCE CODING

5.1 Manual source coding

This apparent Impasse was only overcome by returning to a corsideratim of manual source coding. as In the

Otmzs 236A fistem. This provides a workable technique tor the decomposition oi separate somce comriomions

tn the field. but it reqiires a skilled operator to be present to interpret all the acoustic features and non-acoustic

was present at any panicular site. and there is no independent or objective verification of the operator‘s

ludgemenls. What Is needed is a technique which can take the adaptability of manual source coding Into

account but than be ten to continue for extended periods without the operator present. Automatic operation

should then Increase the reliability of long term measurements and allow for greatly increaed measurement

sample durations. witholn Increasing labour costs. One way of achieving automatic operation is to deploy a

neural network pattern recognition system which relies on an initial period at manual coding. Because the

training data Is obtained on site the paniculer site characteristics are taken into account.

5.2 Neural networks

Neural networks operate as pallem recognisers by calculating an appropriately weighted function of the Input

variables todetermine an output quantity which represents the network classification ol the input pattern The

key point is that the various weighting constants are adapted during the network training phase to provide that

function of the input variables that achieves optimum pattem recognition performance against the training data

A neural network can represent non-linear relationships and can take correlated input variables into account. It is

still necessary to select input variables which provide intormation which is useful for classification as input

variables which do m corttribute to the classification tend to reduce the overall performance. Two commercially

written neural network packages for the PC were used. Whilst a commercial package greatly simplifies the

application of neural network techniques by eliminating much of the learning curve it rernelns difficult to

determine which input variables are actually contributing uselul information. except by a process of trial and

error. In this me. noise level time series data. broken down into octave and one third octave bands at both

reference and remote microphone channels were used u Inputs to the networks. together with overall A and L-

weighted levee.

5.3 Simulators >

The first lrwestigalions were carried out Lsing data derived from separate train and road traffic noise recordings.

These were led into a spreadsheet and calculations were made to simulate the corntined data at each

microphone channel and to determine the overall and source contribution Lms at lhe reference microphone.

The reference microphone datawaa coded at a preset ‘coding threshold designed to simulate manual coding by

the operator. The coding threshold is defined as a railway to road traffic instantaneous (one second average)

signal to noise naio This was set to a level above which railway noise was assumed dominant and below which

road traffic noise was assumed dominant. The first hall or the data was used to train a network and the second

halt presented to the network as test data The signal to noise ratio was varied and the trained network was

tound to be capable of detenninlng the railway noise contribution of the test data to within 1 dB even down to

negative railway to road traffic L,” signal to noise ratios. This promising result led to turther investigation of the

neural network approach

54 Further Investigations
There are two main areas requiring funher investigation at the neural network approach

- The optimum operating characteristics in terms or input variables. signal to noise ratio. coding threshold,
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and number ottralnlng dma samples must be determined under controlled test condltlom using simulations

at combined noise environments synthesised trom separate source recordings.

- it is Important to duet-mine the levels of performance obtainable in the field under practical condillom where

the training data is subject to the variability ot manual source coding. ComroIIed trials at the variability of

manual coding data obtained In the field are necessary. but In addition. It may also be desirable to carry out

controlled manual coding trials using simulated ted recordings in the laboratory to provide an absolute

check on manual coding accuracy.

Further comiderations ot practicality for field LBS with less highly skilled operators can be Iett until the basic

testbility oi the technique has been proved (or not).

5.5 Input variables

A wide range ol input variables must be made available tor the network to take advantage at those particular

combinations of input variables Mich give the best source discrimination at a particular measurement site. On

the other hand. It is Important to avoid input variables which do nm contribute at any mexurement site. as these

variables cannot aid overall pertormance but will increase the amount of computation required. and may in tact

degrade parlormence. This problem can only be investigmed on atrial and error basis tor the present. but may

require detailed Investigation at some luture stage. A continuous time series at one third octave band levels at

one second intervals appears to be useful, but it is not known which overall trequency band limits should be set.

Applying the network on a second by second basis to this frequency spectrum data does not take the recent

time history at the data into account. whereas this probably also contribul useiul discrimination For example

measures 01 rising or tailing noise levels obtained by comparing a 'I' second average level against an earlier or

. later 'I' second average level could potentially assist the network to discriminate the beginning and and of

particular noise events. It remains to be seen whether such time domain type measures can make a wonhvmfle

contribution in the general case.

5.6 Signal to noise ratio

Signal to noise ratio in terms at the ratio at the separate source Luis is Important. but this is intimately linked to

the number of discriminabla events per hour, and the maximum Instantaneous levels of those events. In

practice, the lull identification system is only likely to be required within a relatively narrow range (perhaps plus

or minus mm 12 dB) of separate source LN ratios is one source will be clearly dominant outside oi tilts range.

Nevertheless. source identification may still be desirable In the one at irregular and Isolated events which are

significant In themselves withom significantly atlecting the overall LN Network performance is likely to be good

in this situation. provided that the problem at sampling a sufficient number at events which have been manually

coded tor training data can be overcome,

57 Manual coding strategy

Typical manual coding thresholds depend on the adopted coding strategy. Most practical situations More the

system would be deployed will have amore or less steady road tratfic background noise. with regqu railway or

aircraft noise events. and occasional extraneous noises which must bediscriminated against. In such cases. the

operator could code railway oraircraft events whenever audible. or whenever Judged to be making a significant

contribution to the instantaneous overall level. The coded event L“ contribution is then estimated by counting

the coded samples event plus road traffic noise, and then subtracting an assumed constant road traffic noise

level. derived from the noncoded portions at the noise level time series. or by counting the coded samples a

due to the event only. depending on the coding strategy. The first strategy (coding when audible) Is likely to be

more accurate. 3 audibility is probably easier to ludge than 'contn'buting significantty‘ (whatever that means).
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mmedalawlil prohabty beless clearcmfathepurposealtralrlnganeural network. 'I'hebestcornprornlse

hereoan only be determined by a combination of practical field trials aridelmulatiom. hearing In mindtnelthere

isnohuepenoemmeaswealme'emect'answerlurealfiuddataasdlsemsedabwa

58 Measurement Errors _

Potential measurement errors arise from Inoorslstency In coding and network classification errors However

there Is also the marnental error determined by the coding threshold generated In ralmicn to the time series

profile and Lu signal to noise ratio. This error theoreticain defines the upper limit of the performance of a

netmlr based system trained using manual coding. A spreadsheet almulmlon using real railway and road traffic

level time series data was performed to estimate this fundamental anor. LN signal to noise ratios were set In

SdB steps between woes and ~20dB andwereeachtesiedavertne range ofcodlmlhresholos between -1dB

and -ZJdB. The resulB dernorstraleo the imeraction between ending threshold and signal to nulse ratio and

were «Imaging In that they predicted low errors. They showed that a coding threshold of -soa would be

optimal down to signal to noise ratios of -5dB tor the particular noise level time aarles Investigated Further

Investigation ls necessary to ddermlne likely manual coding thresholds (and their variability) anle confirm that

there are no unexpected problems with different types of noise event level time series profiles.

6. FURTHER WORK

8.1 Wonr Is a present continuing Intwn main areas 8 follows;

- mernainpwposeofmeslmmmlons at present Istogetaolearerideaoflhetypesandemwm aflnput

Information required for adequam network performance In dllferent measurement millions. Further

almulmlons to evaluate sublective audibiliry (and hence provide realistic coding thresholds) are In

Won
- Atlaidmaasuremeri programmals muerwaytocoliect dataat represematlvesites which aresmlectle

two or more significant transportation noise woes and which could hypothetically be subject to

consideration unearths plamlng and noise policy guidance This programme hutwo purposes. first~ ta

assernble'coded mmtimlcrophone data that can be used to test the Input Inlorrnatlon strategies suggested

by simulation: and second. to build up a library at one stucfies for use In future reference maletlale eating

out the technique for pranical field use.
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