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ABSTRACT

The asveiopment of a system which can add vocal emolion effecls by rule to synthetic speech is
described.  Perception experiments conducled to evaluate the realism of the simulated emotions are
alse descnbed. The raesufls of these experimenis have indicated that the emotions are generally
recognised by naive listeners, and that the different emotions have different levels of recognition.

The system simulates six discrete emolions (anger, happiness, sadness, fear, disgust and griet) and
operates on & microcomputer with a commercial high quality speech synthesiser. The emotion is
sefected by name, and the appropriate effects are generated by rula and form an infegral pant of the
speech oulput; input lext is unresticted. Expansion of the system lo include a threes- dimensional
model of emotians, allowing a wide range of emotions of different strengths to be simulated, is
described. The proposed use of tha system as part of a communication prosthesis for the non-vocal
is described, and other applications of synthelic speech with emotion are discussed.

1. INTRODUCTION

Although the facial expression of emofions has been sludied by numerous - researchers (eg.
Schipsberg [1], Ekman and Friesen [2]), the study of vocal emotion has been much more imited (eg.
Kramer [3], Davilz [4], van Bezooijen et ai. [5]), and the studies more diverse in nalure {see Murray
[6] for a delailed biblicgraphy of the field). Despile the wide variety of techniques used by
researchers, the nalure of many of the vocal parameters analysed has been broadly consistent,
allowing a patchy but coherent picture of the human voice under various emolion states to be built
up. The literalure has also indicated that emotion affected three eiements of the voice; pitch contour,
timing and voice quality,. Summaries of some vocal correlates of emolion were given by Murray [6]
and Scherer {7].

The intelligibility of some recent commercial speech synthesisers is-approaching that of human speech
{Greane et al. [8]), and some davices also offer the user easy conlrol ever & large number of woice
parameters, including both voice quality and prosodic features, This project sought to deterine if a
commercial synthesiser could be made lo produce emotion effects in its speech by syslematically
varying the three required vocal elements within the voice of the synihesiser. ‘

The goal of the project was to incorporate the emetional voice inlo communication systems for the
nonvocal, such as the CHAT conversation system (Alm et al.-[9]). To facililate simple integration into
commercial communication systems, the program was to operate on an IBM-PC (including portable
versions) and use a commerciatly available speech synthesiser, The best synlhesiser available for use
on the project was the Digital Equipment Corporation's DEClalk V2.0, offering considerable control
flexibility and excellent synthetic spesch intetligibitity.
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2. THE DEVELOPMENT QF THE SPEECH-WITH-EMOTION SYSTEM

The synthetic speech-with-emotion system was given the name HAMLET (Helpful Aulomatic Machine
For Language and Emolional Talk), and was designed to add vocal emotion eHects to the standard
speach output of the DEGtalk (Murray et al. [10]). For the prototype version developed in 1987-
1989, six discrete emotions were selected for the system: anger, happiness, sadness, fear, disgust
and grief. These were chosen because these wera the most thoroughly studied in the literature, and
hence more information was available about their acoustic fealures, and also because the firsl five are
the emotions most commonly belleved to be “basic™ (all other emotions being alhered or mixed forms
of these five - see Onony and Turner [11] for a review of basic emation theory).

The rulebase around which HAMLET was developed comprised a series of synthesiser control rules
based on the vecal emotion knowledge in the literature. These comprised lixed-value changes to the
various voice parameters of the synthesiser, plus a series of eleven emotion-dependent prosodic
rules tor allering features of thg pitch and timing of the utterance. The emotion eflects are added on
top of any existing prosodic or voice quality effects in the synthelic speech, normally the emotionally
neutral default male voice of the synthesiser; other voices can be selected it required. The DEClalk
default neutral intonation pattern is lost when using the device in phoneme mode, and the neritral
intonation is recreated by the HAMLET program using fules based on Allen et al. [12].

Normally, ihe required phrase (unrestricted English text) is typed into HAMLET, and it s converted
to phonemes and stored. Any of the six emotions can then be selected from a menu; the
corresponding rules then operate on the stored phonemes, and the maodified voice qualily settings
and phenemes ara sent to the DECtalk. For a more detailed description of the HAMLET syslem, see
Murray et al. [6 and 10].

3. EVALUATION OF THE EMOTIONAL SPEECH

In order 1o evaluate the recognisabiity and realism of the vocal emetions produced by the HAMLET
system, a listening experiment was conducted in which naive kisteners were played a series of phrases
generated by HAMLET and asked o comment on varous aspects of the emotion they percelved in
the voice.

As no previous synihetic speech-with-emction system had been reported in the literature, there was
no standard procedure tor evaluating such a system, and the procedure used lor the currant projec
was based on lechniques reported for evaluation of synthetic speech and human speech affect. The
three main techniques used were paired opposite adjective scales (eg. Uldall [13], Rosson and Cecala
[14]) where subjects indicated emotion ratings on finear scales between two opposite adjectives, free
response (eg. Johnson et al. [15]) where subjects could say anything about the stimulus utterance,
and forced response {eg. Johnson el al. [15), Fairbanks and Hoagfin [16]) where the subjects were
forced 10 pick from a list of emotions {usually those under examination plus distractors).

3.1 Pifot Experiment
The evaluation was intended to determine how well HAMLET could produce recognisable emotions,
and indicate which emotions were most realistic.

The three techniques named above were used in a pilot evalualion experiment; len paired opposite
adjective scales were selected from ihe lilerature for the current experiment, and the forced response
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test ottered the six emotions under test plus seven distractors, plus "no emalion™ and "other. Three
groups of slimulus lest phrases werg used: those with text appropriale to the vocal emotion, those
with semantically neutral text, and those with tex! nol appropriate lo the vocal emction, a total of
forty lest utlerances. The phrase ullerances in each section were presented 1o each subjeci in a
randomisad order. The subjects werg nineteen university students from varous facullies who were
not previously associated with tha research; they wera recruited by sign-up sheets and were paid for
their participation.

Subjects were read a shonl verbal introduction by the expariment supervisor and invited 1o sit at a
computer which conducted the experiment, sequencing the phrases heard by the subject and
rocording their rasponses. The subjects were filted with a pair ol hsadphones to enable them 1o
hear the DECtalk while minimising the amount of background noise and distorion caused by the
synthesiser's internal loudspeaker. The subjects were tofd thal it was purely the voice from the
synthesiser upon which the judgement was to be made. and not the actual words which were
spoken.

After an on-screen introduction, including a demonstration of (normal} DEC1alk speech and of the
experimental procedure, the paired opposite lest was presented to the subject using only the sixteen
utterancas with emotive text and corresponding vocal emotion; selection of responses on each of
the ten paired-opposile scales was performed using a mouse. Following this section, a ten minute
rest period was taken, followed by the Iree response section, in which the subjecls typed in their
comments about each stimulus phrase, and the forced response seclion where an emotion adjective
selection was made from a iist for each stimulus phrase. The entire procedure tock aboul an hour lor
most subjects. . -

The resulls from the pilot experiment indicated that when the text was appropriate for the vocal

emolion, identificalion was very good, but with neutral texl it was poorer, and with fexi
inappropriate 1o the vocal emalion, the vocal emotion was hardly recognised at all. In the latter casa,
subjects unexpectedly tended not 1o choose the text emolion either, suggesting a tertiary
contradiction effect between the text and the voice giving rise lo perception of a third emotion. The
subjects found the experimental procedure itself quite straightforward.,

The tree response test was pariicularly valuable in localing lest phrases which subjects had problems
with, although some conlradictions in responses belween subjects (and even within responses) were
notad.

3.2 Maln Experiment i
Thirty-fiva subjects took pan In the main experiment. The stimulus lest phrases were divided into
two groups of forty (consisting of four semantically neutral phrases, eighleen semantically
emotionless phrases and eighteen emotive phrases), one group having neutral vocal emotion, and
the second (using identical texis) having appropriate vocal emolion eflecls. The eighty lest
ullerances were presented to the subjects in a randomised order. The experimental procedure used
lor the pilot was repeated, altthough the paired-cpposile test was discarded as it would have laken
foo much time with the larger number of test phrases, and the rest period was now taken alter \he
free respanse test and before the forced response test.

3.3 Aesulis ’

3.31 Emotlon Recognition. To analyse the results, confusion matrices were drawn up lor each of
the four subgroups of stimulus phrases. The results from these and the subjecls’ Iree responses will
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now be discussed.

3.31.1 Neulral Text with Neutral Vocal Emotion. These were the phrase utierances in which
there was no emolion expressed in either lhe voice or the text. These were, however, not percelved
as emotionally neutral, bul generally slightly sad, although in the frea response section, lerms such as
~condescending”, "disheartened”, frustraled” and “despondent” were used to describe lhe phrases.

3:3.1.2 Emotlve Text with Neuiral Vocal Emotlon. These werg the phrase utterances in which
there was a paricular emotion expressed in the text, but the phrase was spoken without vocal
emolion. Unexpectedly, more subjects altributed "no emotion” to these phrase utterances than to
Ihe semantically neutrat phrases spoken neutrally, and there was some indication that subjects were
inclined 1o select the taxtual emolion.

3.3.1.3 Neutral Text with Vocal Emotion. These were the phrase utierances in which there was
no emotion expressed In the text, but \he phrase was spoken with a particular vocal emotion.
Analysis of lha confusion malfix for these results indicated that sadness and anger were corractly
recognised by a large number of subjects, bul the other emotions were poorly recognised.

3.3.1.4 Emotlve Text with Vocal Emotion. These were the phrase ullerances in which there was a
particular emotion expressed in Ihe text, and the phrase was spoken with the corresponding vecal
emotion. Analysis o the confusion malrix of these results indicated that more than hatt of the
phrases were idenlified comectly by more than hall of the subjects, anger, sadness and griefl being
recognised most raliably.

332 The Effect of Adding Vocal Emoction. By subtracting the confusion matrix for the forty
vocally neutral utterances from the correspongding vocally emolional utierances, a ditference matrix
was obtained; (his showed the net eifect of the vocal emotion on the phrase. These ditlerances
ware analysed using McNemar's lest (Sprent[17]).

7.3.2.1 The Effect of Adding Vocal Emotion to Phrases wlth Neutral Text. Of the eighteen
phrase pairs, improvemenis In emotion perception caused by adding vocal emotien which are
significant at the 5% level occurred for one of the anger phrases, two of the sadness phrases, and
one of the griet phrases. For the other phrases, minor differences In emolion recognition occurved,
suggesting that significant changes occurred only for specific phrases.

4.32.2 The Effect of Adding Vocal Emotion to Phrases with Emotive Text. Ol the eighteen
phrase pairs, improvemenis in emolion perception caused by adding vocal emolion which are
signilicant at the 5% level occur for nine of the phrases, with seven of these also signilicant at the
1% level. Recognition of all three griel utterances was significantly improved at the 1% level,
indicating a high refiance on the context for this emotion. Other emotions showed high variability
between phrases as In the neulral text phrases. Ranking recagnition of the emotions tested (with
emolive texis), anger was thg most recognisable, followed by griel, sadness, happihess, fear and
disgust, similar o the results of van Bezocijen et al. [5] and Johnson et al. [15] for human speech,
The order for neutral text with vocal emotion was similar, except thal sadness was the most

recognisable.

3.4 Concluslon
For the six emofions studied in the experiment, all were perceived best when used with semantically

appropriate lext, although anger and sadness were often also recognised oul of context. |t was
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found that, In general, adding vocal emotion effects o neutral text did not increase subjects’
recognition of the intended vocal emotion (significant improvements occurring for only a fith of the
test phrases), but it was found that adding such effecis io phrases wilh emotive tex! generally did
improve recognilion of the intended vocal emotion in these phrases (significant improvemerts
occurring for haf of ihe test phrases). The experimenl also showed thal lhe emalions produsced
were not all equally recognisabla, although this effect is also apparent in human emolional speech
{van Bezooljen et al. [5]) and is thus not due entirely to differences in realism of the simulaled
ametion effects.

4. FURTHER WORK

The HAMLET prototype system simulated effecls for six discrete emotions, However, emotions can
also be regarded as forming a continuum (discrele emotions being at panicular points within this
continuum) and a number of models have been proposed 10 model the relationships between
emollens, usually with two or three “emofion dimensions” (eg. Schiosberg [1], Davilz [4], and
Scherer [18)). The 3-dimensional Schlosberg model appears lo have been accepled most widely, and
was chosen as the basis of a modilied version of the HAMLET system, capable of producing a range
of emotions. The three dimensions were labelled as Pleasantness, Aftention and Tension (see
descriptions op. cil. for details of these dimensions), and in order to select an emotion in the new
system, only the P.A.T. co-ordinates are specified,

For the three dimensional version of HAMLET, new miles were written for each of the voice quality
parameters {each a functien of P, A and T) to replace the fixed values used in the protolype. The
eleven prosodic rules were moditied so that the magnitude of their effects was also determined by
the P, A and T values. The new rules were developed heuristically from the original rules, as the
emolion literalure indicates that it is unclear how most voice features depend on eilher the state of
the subject’s nervous system or refale 10 the three emotion dimensions (athough some parameters
such as fundamental frequency, loudness and rate are befieved to be relaled to the activity dimension
(eg. Davitz [4])). Work is conlinuing 1o Improve these rules and relate them more coherently lo
possible emotion models.

At the same time as the current project, the MIT Media Laboralory has been developing an =Affect
Editor” system simitar 1o HAMLET, reported by Cahn {19 and 20), conceived as a ool for exploring
what is needed In an atfect generaling system®. This syslem uses as input an "annotated ulerance”
and “implements a transfer lunction from an acoustical description ol emotional speech to
synthésized speech” involving "both one-lo-many ang many-lo-on2 mappings from the acoustic
parameters to the synthesizer sellings™. The Aflec! Editor used a DECIalk V3, an improved version
of the device used for the HAMLET system, and an experiment descrbed briefly [20]) has indicated
that the system also produces “recognizable affect”.

5. APPLICATICNS
The HAMLET system was designed for incorporation inte an unlimited vocabulary communication
prosthesis for the nonvocal, giving a new capacily 1o such sysiems, and consequently offering the
nonwocal an improved communication medium. Incorporated into a CHAT-type system (Alm et al.
[9)), the HAMLET rules would automatically add lo the outpul speech the effects for the current
emolion required by the user. The ahility of HAMLET o use any existing voice setlings means that if
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any customised voice has been implemented 1o suit the personality of the user, this is no! lost when
the emotion is added.

However, as affect forms a part of all human speech, it's incorporation into synthetic speech could
be used to advantage in (thecretically) any situation where synthetic speech is used, verbal warning
systems being perhaps the mosl obvious. It would be possible to include an emotion module into
existing text-to-speech syslems largely as an addition to the intonation module, &s the prosodic
affects produced by emation can be superimposed on the neulral affect prosody of an utlerance.
Condrol of the emotion selection within such a system could be by discrete emotion selection or by
parameterised selection if a suilable emotion model was incorporated into the system.

6. CONCLUSION

A rule-based syslem for producing synthefic speech with emotion effecls has been produced and
evalualed using naive listeners. The resulis of this evaluation have indicated that the system is
capable of producing recognisable vocal emotions. The system has now been expanded 1o produce a
range of emotions based on a three-dimensional emotion model, and work on this system is
continuing. . ‘

The majority of this work was funded by the SERC Posigraduale Research Studentship No.
BB31678X. Work on the three dimensional version of HAMLET is conlinuing under SERC Research

Grant No. GR/F 63862.
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