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1 INTRODUCTION

The basic premise ol sonllicatlon is that the sophisticated temporal pattern processing lacliities at human

listeners might provide a means to extract salient cues Irom mum-dimensional data sets [3]. in this paper,

we suggest that consideration ol listeners' propensity to group and to segregate sound components Is re-

quired tor effective sonlflcatlon. We elaborate some general principles for mapping multidimensional data

sets on to sound. taking into account knowledge of auditory scene analysis. As a demonstration or these

Ideas. we have developed a soitware simulation of traffic flow In an arbitrarilycornplex network. and have

used soniflcation to present listeners with an aural image ol this domain.

The technique ol representing quantitative data using sound. termed ‘sonlllcation'. Is more preciser defined

as Ioliows:

'a mapping of numerically represented relations In some domain under study to relations In an

acoustic domain for the purposes at Interpreting. understanding. or communicating relations In the

domain under study [13]."

The data, which may be derived Irom physical measurements at the domain under study. or generated by

a computer simulation or model. is transiormed Into sound, using a mapping which may Involve any level ol

abstraction. The data may be employed directly to define a sound wave. which Is sometimes termed “aural-

Ization'. or used with or without preprocesslng. to drive the controls oi some sound synthesis technique.

The earliest systematic study oi sonilicatlon was conducted In 1954 by Pollack and Picks [12], who com-

pared the Inlormalion transmitted by schemes employing varying dimensionality and resolution. More re-

cent work has Included the auditory analysis ol selsmograms [15]. the use 01 sound for the analysis at

multivariate. time-varying and logarithmic data [3]. and studies comparing auditory and usual displays

[1H1 1]. There has also been auditory display research motivated by the needs oi the visually impaired. such

as Lunney and Morrison's auditory Interlace lor an Infrared spectrograph [9]. and Mansurs soundgraphs

[10].

Soniticatlon research blossomed at the end at the 30's. with Kramer's worlt on the Clarity Sonlficetion Toolkit

[8]. and Smith's work on Exvis [t4]. a tightly coupled auditory and visual display tool. 1992 saw the first In-

ternational oonlerence on auditory display. iCAD 92 [B] bringing together 36 researchers ol extremely di-

verse backgrounds. prasentlng papers Iargety concerned with sonilication. ranging lrom theoretical

discussions oi underlying Issues to applied worlr presenting solutions to specific problems.

The following example, taken Irom worlr conducted by Fitch and Kramer [6]. should serve to Illustrate the

technique. Sublects were trained to play the role of anesthesiologists attempting to keep a computer simu-

lated patient alive. monitoring eight vital signs and responding to a series at operating room emergencies.

The pallenl's heart rate was mapped onto the rate cl repetition at a pair at tones which were designed to

sound simiiar to a heart-beat The rate of respiration was mapped to the rate oi amplitude modulation ol a

band-passed noise. simulating a breathing sound. Other more abstract variables were used to modulate

these heart and respiratory base sounds: tor example, carbon-dioxide levels controlled the brighmess oi the

heart sound. and biood pressure controlled its pitch. Subject performance was assessed using bottr the

standard strip charts and the sonirrcation. Although subjects generain reported leellng Initially more confi-

dent with the labelled visual dispiays. after some practice most showed better results using the 'auditcry

display! It was concluded that In complex dynamic systemsthe ability or the auditory system to perceive a
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number of variables simultaneously proved advantageous compared to the one-by-one perception neces—
sitated by the visual display. From this simple example it Is not hard to see the large potential oi the tech-
nique. and how it may benefit a vast number oi data monitoring and analysis tasks that have traditionally
been conducted visually.

2 CAN SONIFICATION IGNORE SCENE ANALYSIS?

In contrast to the rapid development oi soundproduclng technology that has occurred over the last few de-
cades. the auditory system. used to process the output oi this technology. has evolved over many mlllennla.
It has developed to perform a very specific task: that Is. detecting naturally created air-pressure waves and
analyzing them in order to extract Information about the sources in the environment that created them.
These sound sources adhere to physical laws and hence there are constraints placed on the nature oi the
auditory signals they can generate.

in the natural acoustic environment. at any one moment. the pressure waves arriving at our ears arise trorn
the mixture oI many simultaneous sources. One Irey task oi the auditory system is to recover the individual
descriptions oi the separate sources so that they can be identified and located in space. Bregman terms
this auditory scene analysis [11(19]. Using his terminology the physical entity which give rise to the acoustic
events is called a source, and the perceptual representation oi the events is called a stream. A great deal
Is now understood about the principles the auditory system applies to perform this scene analysis and sev-
eral successful computer models have been designed [2][4][16].

The theory demands that this level oi perceptual processing ls applied to all auditory signals. whether they
be natural environmental sounds orthose generated artificially. The implication is that. whether we wish our
sonifications to be Intricater complex with multiplesimultaneous voices or simply to contain all the lnIorma-
tion In a single voice. we should take scene analysis Into consideration. Common experience of naturally
occurring sounds may encourage the ballet that there Is necessaer a direct correspondence between the
output ol the various sound synthesis algorithms employed in a sonllication and the auditory streams per-
ceived by the listener; however since artificially generated sounds are not sublect to the same constraints
as naturally occurring sounds. this Is not the case, For example, it coding a single time-varying variable as
a sequence at pure tones. using a pitch range that is too large or a presentatlon rate that Is too test may
causethe sequence to Iragment Into several perceptual streams. Whether this lack of coherence significant-
ly ellects the efficacy oi the sonification Is an issue that needs addressing and will no doubt depend on many
factors. such as the complexity of the data and the type oi task that Is being periormed.

3 A SONIFICATION CASE STUDY: URBAN TRAFFIC CONTROL

To provide a test-bed tor sonlfication design automatic urban trattic control systems were considered as a
suitable data domain. Traffic control systems produce high dimensional time-series data. the structure of
which is not easy to ascertain visually. They also present interesting unsolved classification and prediction
problems in the guise oi the recognition and iorecasting oi tralfic congestionlS].

The diificulty with tralfic congestion detection Is that the definition oi ‘congested' ls highly sublective and de-
pends larger on the context oi the road link. It the parameters oi an uncongested link In a town centre. such
as average queue length. percentage occupancy and so on. are transferred to a link elsewhere. then the
same parameters might Indicate very severe congestion. Additionally. the examination oia single link In iso-
lation oi the rest oi the network is not suificient tor the diagnosis or control of congestion. As It is Impossible
to control the Ilow on one link without allectlng surrounding links. operators usually have to consider the
state oi a whole sub-area. To compound the problem further there Is no single parameter. such as vehicle
flow or occupancy. that can by itsell act as a litmus test Ior congestion. Traffic controllers require much ex-
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perienta and they have to assimilate visual information from several sources. including CCTV screens and
the output ol various traffic detectors. In order to term their decisions. This Is clearly an area In which soni-
fitatlon could be oi potential benefit.

 

FIGURE 1. A mm: aimullfinll or III: unIvenlly area ofShenield

3.1 TRAFFIC SIMULATION
Data from the SCOUT trellis control system esmbiished at Leicester was examined initially. However. due
to constraints Imposed by the rather sparse network of traffic detectors. it was decided that. tor increased
flexibility. simulated traflic flow data would be used Instead. The system that we have deveiopad at Shelfield
is a microscopic object-oriented simulation. developed in Objective-C on a NeXTStep piattorrn. sharing
many oi the teatures oi sophisticated existing systems such asNETSIM [9] and THAFFICO [10}. The sim-
ulator Is based around a graphical user interiace and incorporates a graphical netw0rk design and editing
tool. allowing networks to be built. quickly and intuitively. lrom a palette of simple building blocks. including
lunctione. roads. traillt: Jlghls. giveway signs. traffic sensors and vehicles. The simulation Is run as a sodas
of discrete time steps. the computational load scaling proportionain with the number at vehicles in the net-
work (it runs In real-time for networks containing up to about 100 vehicles).

Two contrasting auditory representations of the network simulation were developed. The iirst Iocuses on a
single luncth and by considering ttow intormatlon at three points. illustrates how the pattern of Iraltic flow
evolves as traffic density Increases. The technique exploits two competing perceptual organizations to high-
light the distinction between tree-flow and congestion. The second scheme renders an auditory scene.
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whose structure corresponds to the graphical display. and presents simulation data redundancy to both the
aural and visual modalities.

3.2 SONIFYING A SIMPLE JUNCTION
At a free flowing iunction. travel time between a detector upstream of the Intersection end one downstream
witi depend on the positioning oi the detectors. the architecture ol the Junction end the behavioral charac-
teristics of the driver. The delay do to interference with other vehictes will be relatively small. 5y delaying
and combining the upstream detector outputs. a signal can be generated that is highly correlated with the
downstream detector. However. the amuracy at this estimate wilt be reduced during periods ofheavy traffic
flow due to unaccounted vehicle interactions at the intersection. Thereiore. a sonifrcation that hlghllghts the
correlation between the downstream detector signal and Its estimate should portray the nature of the junc-
tion traflic flow In the system.

A very basic junction was employed; two lanes. one terminated by a giveway sign, converging to form a sin-
gle lane and traffic flow wasmonitored by three sensors. positioned as shown In the diagram below.

Nr 51

33

"as;
FIGURE 2. A simple junction. mm “(M Is from left to rlglIL

The average Inter-sensor delays were estimated by first generating vehicles at N1 and measuring the mean
delay bemeen sensor! 31 and 33. and then generating vehicles at N2 and measuring the mean delay be-
tween sensors 32 and $3. Denoting these times as rm and Izlgrespecfivefy. the estimate of S3 Is defined as:

53“) = “510): l1,3) + Tiszttl. 12,3)

where the function Tish). it) is a time delay of duration x acting on the signal Sit) and s. (t) and Sgt) are the
signals generated by sensors 5‘ and 52 respectively.

To highlight the correlation between the destination sensor signal. Sail) and its estimate. E. (l) the common ‘
late grouping principle was exploited through the application of demodulation. The sensor and estimated
signals were up-sampled and passed through leaky integrators. providing the binary sensor signals with a
larger and oontrollabie dynamic range. The decay rate of the integrators was adiusted so that it was slow
enough to allow the signal to build significantly in periods ct heavy traffic but not so stow that detail at the
level of individual sensor events was lost. After this processing. the downstream sensor and estimale sig-
nals were used to modulate the odd and even harmonics respecher oI a carrier signal composed at a 200
Hz tone and Its first fifteen harmonics. Various diflerenl‘modulations were used: amplitude moduialion. Ire—
quency modulation and a combination of both. The experiments were repeated using different styles of
modulation and a range of tratfic densities. It was hoped that as the correlation bemoan the two signats
broke down this would be clearly detectable In the sonificalion as it would break into two auditory streams.
one containing the odd harmonics and a second containing the even harmonics. This breakdown should be
perceived as the introduction of a second Voice' an octave above the original complex. The results have to
be heard to be appreciated. but for the sake of discussion. spectrograms ol several sonifications are Includ-
ed beiow. The sonifiration scheme compresses time 25 fold. so that the to second spectrograms represent
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approximately two minutes of simulation time.
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FIGURE 3. Specie-opens of the lamination of I simple junction under light («3, moderate (centre) Ind
heavy (bottom) traffic conditions using frequency module in.

Under light traffic conditions (figure 3. top), It an be seen that the signals are highly consisted except tor
short segments. for example between 1.5 and 2 seconds. which correspond to periods oi transient conges—
tion during the simulation. Poorly correlated sections of sufficient length are clearly detectable by the per-
caption oi a second voice at an octave above the perceived pitch of the background complex. The eflect ls
especially pronounced when amplitude modulation alone is employed. In the case of moderate train: flow
(figure 3. middle) it can be seen that while there are still times when the junction is flowing Ireer the corre—
lation between the two signals breaks down tor much longer periods. As the traffic density is increased still
further long queues term on the junction causing a steady traffic flow at the network output. averaging out
the randomness iound II the inputs. This can be seen as the high flet sections oi the odd harmonics. When
the queues back up tar enough they eventually cover the network input detectors: vehicles queuing to get
inmtha mark cause a lossofrendomnese atthe inputdetectors. sotheestimeted signals: seen In the
even harmonics also becomes high and lint. Under heavy iratfie conditions. a pulsing eliect can be seen on
the odd harmonics. caused by vehicle conflicts at thejunctlon. When large queues are also present this can
cause delayed pulses on the upstream detectors, enacting the estimated signal end hence the even her-
monics, These pulses are readity perceived in me sonification e: a rhythmic pattern. and the dilterence be-
tween either one set or both sets ot harmonics being affected can be clearly heard.
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4.3 SONIFYING AN ARBITHAFIY NETWORK
Employing a contrasting scheme to that of the previous section. an attempt was made to sanity an entire
arbitrary network. ltwae hoped thatthe soniflration would highlight areas ofcongeeflon, while still maintain-
ing the discernibiiity of the individual vehicles.

The parameters of each vehicle, In each irame oi the simulation. were taken and used to control a sound
synthesis algorithm. each vehicle thus generating a component of the auditory display. The parameters re-
lating to each vehicle change smoothly war time. so given a suitable parameter mapping. by the principle
of good continuation. the components at the auditory display relating to a particular vehicle should hold to-
gether as a single perceptual stream. Congas-ted regions. where many vehicles Inhabit a confined space,
should be reflected in the auditory display by groups at components with similar properties which. due to
the principle of proximity. will tend to perceptually fuse.

Each dleplay component is termed irom a set of evenly spaced harmonics which are then modified by the
parameters of the vehicle it is encoding, The vehicle's longitudinal. or xposition is mapped. on to inter-aural
time and intensity dlflerenca cues in such a way as to produce a crude ieltlrlght localization parcept. This
simulation parameter Is also encoded redundantly es iundamentel irequency. improving resolutlon In this
dimension and helping to prevent interference of the localization cues ofcomponents generated by vehicles
on Opposite sides of the display: The yposition ls mapped onto the centre frequency at a bandpass tilter
controlling the component's brightness.

The vehicle speed is mapped Inverseiy on to amplitude (thus the slowest vehicles sound loudest). Although
this Is physically counter-Intuitive it enemas that congested areas oi the network will produce a larger signer
than tree-flowing areas. Additionally. the amplitude ol 1 vehicle Is sIoMy increased whlle It is moving below
a threshold speed. so chronically congested areas oi the network will become increasineg salient.

 

FIGURE 4. Networks oriucrcasing complexity employed in evaluation of the soniflr-alion

The sonltloetlon was eppiled to a series at networks of increasing complexity (see figure 4). With network 1
under light train: conditions It was possible to track the motion oi Individual vehicles. As the tratfic density
is increased. hearing out Individual vehicles is no longer possible but the phases of the traffic-lights become
very apparent In the Initial phase vehicles queue along the east going lane and the sound gradually thickens
getting lower. louder and shifting towards the left of the auditory tletd as the queue lengthens. When the
lights change. this sound dissipates being slowly replaced by centrally located sound components getting
duller and louder as vehicles start to back up along the north-going lane.

In the second network the iourlunctions are widely spaced. The components due to queues iorming at each
Junction are dissimilar and therefore easily distinguishable. As the situation becomes more congested and
queues spread towards neighbouring lunctlons. the sonificalion starts to become coniused. The present im-

46‘ Prnc.I.O.A. Vol 16 Part 5 (1994)

 



  

Proceedings of the Institute of Acoustics

APPLICATION OF SCENE ANALYSIS PRINCIPLES TO SONIFICATION

piementation appears to lack sufficient segregating cues to prevent the components. which have common

onset times and patterns at amplitude modulation. horn lusing Into a single mass of sound. In the sonIIIca-
tion of the 3rd network tilts delldenq becomes very notable and segregating the components due to one
area ct congestion trom those due to another Is very difficult. it not Irrposslble.

The contusion that occurs as the network becomes heavily congested ls due to a lack of structure In the
soniticetion. In making sense otthevisual display much at the Information used Is Incorporated In the static
graphical representation of the network which is not represented In the sonllication. It is hoped that by au-
raity encoding Information cl this type thesoniflcatlon can be darltied. For example. demodulation and corn-
mon onset cues could be used to perceptually group components In the auditory display. so as to reflect
groups oi vehicles that are on the same road or heading towards the same junction.

4 CONCLUSIONS

We have made the claim that auditory scene analysis considerations should be a central Issue In sonIIIca-
tion design. In the design of displays employing multiple simultaneous sources. consideration needs to be

given to scene analysis principles to ensure that the display is perceived as containing the intended sources.
Furthermore. even If the sonlticaticn Is to contain only one apparent source. we should still consider scene

analysis as there is no reason why anaiver generated synthetic auditory signal should be heard as coher-

ent source - It may Instead Iragrnent into several auditory streams.

There Is. at course, another stance: It may be that the ability to Interpret a given sonilicaticn is unallected
by the Involvementh auditory scene analysis: That Is. that the number and structure at the perceived accus-

tic streams is an Irrelevant Iactor to the efficaw oi the display. For example. consider coding a stream of
mm as a sequence oi tones at variable pitch. Depending onthe details oi the presentation rate. the pitch

range employed and the smoothness oi the data. we may perceive the display as a single stream. or line
the display lragmented Into several streams each with a separate pitch range. Do these dillerences In our
perception oi the auditory scene. by themselves. affect our ability to interpret the data?

So this brings us to the key questions at this research:

- Does the coherence, or lack cl coherence, of a simple auditory display altect the ease with which we
can use It?

- it so. in what ways can we employ auditory scene analysis principles to Improve the coherence oi. and

thus enhance, a sonitication'i

- When can multiple simultaneous sources usetully be employed In the analysis ot complex data? Are
there any tasks that require, or could benefit from. the use oI complex auditory scenes?

t It so, In what ways can auditory scene analysis principles be exploited to improve the clarity oi auditory

displays employing multiple simultaneous sources?

The traffic simulation sonltications outlined in the previous section, although providing interesting examples.
do little towards answering these fundamental questions. To answer these It will be necessary to step back
trcm complex and uncontrolled data domains and concentrate on simple tasks Involving simple synthetic

data. The extent and manner In which scene analysis Interpretation attests task pertcrmance will no doubt
depend to a large extent on the task Itself. It Is therefore necessary to make a careful study at the Individual
skills involved in Interpreting sonitications. whether these be Invotved In data classification or data prediction
tasks. and evaluate periormance ct these skills under sonilicatlcn schemes employing contrasting construc-
tions or the auditory scene. These experiments will have to be designed to provide both a means or evalu-
ating the subjects performance oi the given task. and an eclective measure of the auditory scene
interpretation that the sublect Is Iorming. Results should provide a set ol guidelines that sonification design-
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ere can employ to generate attractive eonlications melting lull use oi the auditory scene anaIysLs capabilities
at the human auditory system.
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