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l . INTRODUCTION

The aim of the work described in this paper has been to develop a hybrid speech synthesis strategy that
combines the potential quality available from formant synthesis techniques With the advantages ofi‘ered by
articulatory control of the synthesis process. The investigation leadin to this paper was prompted by the
lack of high quality natural sounding synthetic speech produced by rule. It is our belief that there are two
factors responsible for slow pro less in this area. The first factor is the framework within which synthetic
speech is generated from textual input. Our proach to this problem is further discussed in [4]. The second
factor we have identified is the method emp oyed to control the recess of convening from a parametric
representationIof the required speech to its acoustic realization, This is the area covered by this and previous '
papers [1 . ll .

2. BACKGROUND

It is commonly agreed that in the long term aniculatory synthesis will provide very high quality natural
sounding synthetic speech. If an articulatory model is constructed that accurately copies a real vocal tract.
with acontrol strate that simulates the natural behaviour of the articulators - then this model will be
capable of synthesizing closo copies any utterance produced using the original vocal tract. Articulatory
control over the synthesis rocess allows more natural mani ulation of the resulting speech, and thus the
eneration of simple-yet—e egant rules to model coarticulation and other effects seen in natural speech.
owever. considering the early stages of work in many current investigations into articulatory models this

goal will require a considerable investment in both time and effort.

The rriain problems facing current articulatory control strategies are the gathering of data for estimation
of the vocal tract shape. and control of the resulting model. To constnict a convincing articulatory model
measurements of the physical attributes of a real vocal tract are required. In the past this type ofdata has been
obtained using x-ra hotography and cinematography; Data gathered in this manner are two dimensional,
typically tracings o t e shape of the vocal tmct on e midsagittai line [2, 18]. This two dimensional data
has to be converted into approximate cross-sectiona area measurements. More recent work in this area has
utilized Magnetic Resonance Imaging (MRI) to allow accurate cross-sectional measurements of the vocal
tract to be taken [5. 7]. MRI scanners do not yet offer near real-time scanning so large amounts of accurate
cross-sectional area data are not presently available.

Even when good measurements are available, a good control strategy must be em loyed to ensure that the
trajectories of the articulators follow those of the aniculators bein modelled. Wo has been proceedin in
this area based on direct measurementof articulatory mavemertt f”). copy synthesis using codcbooks 6].
parameter optimization [20] and finally mapping the acoustic speech signal back to articulator trajectories
(e.g. U9. 21]). All of the methods above. bar those using direct measurements, rely on approximation and
solving the many-to—one mapping problem that arises when considering acoustic-to-articttlator conversion.
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Now consider the work that has been undertaken using farm-Int synthesizers. Current formant-based
synthesis offers some of the highestquality synthetic speech available. Copy synthesis of natural utterances
in the past has demonstrated that synthetic speech can be almost indistinguishable from the original natural
utterance [8. 9]. This quality of synthetic speech has yet to be produced as a result of formant based
synthesis-by-nrle. We believe that the reason for this lack of success with synthesis-by-mle is the control
arameters themselves. Fonnant synthesizers are controlled using parameters that can be directly measured
rom representations of the speech signal. These parameters are seen to be complex when compared to
the simple articulatory activity that produced the acoustic signal from which they were measured. They
are therefore not necessarily the optimum choice for speech representation. Many subtle features of
natural speech modelled using acoustic parameters require the application of sets of ad-hoc rules during the
synthesis-by-mle process. These rules have been developed by observation of natural speech spectra; they
do not attack the problem of simulating the articulatory activity that produced the original effect. Thus a
simple articulatory gesture resulting in a given feature of natural speech may require any number of ad-hoc
nrles to simulate in the acoustic domain.

Our proposed solution to this problem was to develop a hybrid synthesis strategy thatallows speech to be
specified in articulatory terms, but utilizes formant synthesis to produce the required speech output. Similar
approaches to this have beentaken in the past. Some articulatory synthesizers have utilized a vocal tract
model to allow calculation of speech spectra. followed by a formant synthesizer to realize this acoustically
[2. 15]. This has allowed manipulation of the synthetic speech both in the articulatory and the acoustic
domain. This approach still relies on having an accurate vocal tract model. Our approach differs from
this as we acknowledge our inability to produce a vocal tract model of the desired accuracy. Instead we
have concentrated on producing a very simple a proximation. Other approaches have utilized a similar

idea to simplify the control parameters required or a formant synthesizer. Stevens and Bickley [22] used

a hybrid set of articulatory and acoustic arameters to simplify control of a Klatt formant synthesizer [l3]
from 40 parameters to 10 parameters. e parameters Stevens and Bickley chose are motivated by the
desire to simplify Klatt's control parameters by reference to constraints the vocal tract places on permissible

configurations. The work we have undenaken takes a different approach to this as we are not strictly

adhering to an accurate model of the vocal tract. We have attempted to produce a linguistically motivated

model.

The model we describe in the following section is controlled using aset ofquasi-articulatory features. These
features have been derived from the notion of distinctive features used by linguists and phonolo ists to
describe speech. In some respects this could be considered to be bridging the gap between the phono ogists‘
view of speech as exemplified in "The Sound Pattem of English" [1]. and the acoustic-phonetic realization
of speech familiar to speech synthesis researchers.

3. BASIC REQUIREMENTS

Work to develop a mapping between quasi-articulatory features and synthesizer control parameters began
by defining the nature of the articulatory features required and the type of formant synthesizer to be used,
The features chosen are briefly described in figure I. This list was produced after consulting a number of

phonetics and linguistics text books. They represent_the minimal set of features required to differentiate

all of the phones used in the English language. The features themselves are based on distinctive features,
although some of them have been given continuous coefficients rather than binary values. This step takes
us from a static approximation of articulation to a representation that allows us tospecify the dynamics of

articulation.

A formant synthesizer based on the Klan cascade-parallel model [12, IS] was chosen as the target for this
work. In trials the Klatt architecture proved to be flexible enough to produce close synthetic copies of
natural utterances. Only the parallel branch was used for the remainder of the investigation as it was found
to be easier to closely match natural utterances with the wider range of control the parallel branch offers.
Attempts to match the spectra of vowel sounds using the cascade branch was less fruitful.
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Figure 1: Table offeatures used byFDFS.

The remaining parameter to be defined was the high-level representation of the speech signal used to
drive the synthesis process. A phonetic representation was chosen, closely related to the “lower phonetic"
format used bythe .TSRU textstoopeech system [14]. This representation allowed us togenerate phonetic
parameters from English text utilizing the JSRU system, after which the parameters could be hmdidited to
match duration and pitch values measured from natural speech. Using an input based on phonetic segments
implies that this work differs little from traditional segmental approaches to speech synthesis. We would
argue that this is not the case. At this ointdriving the synthesis technique usinga segmental representation
is an experimental Convenience. In urtlter work we would hope to demonstrate non-segmental synthesis
similar in concept to YorkTalk I], 16!. This is discussed further in [a].

4. CONSTRUCI'ING THE MODEL

The process by which we produced a mapping between aniculatory features and synthesizer control pumm-
etera was simply by correlating two Sets of data. We constructed a table of all of the phones used by the
ISRU system, and specified them in terms of articulatory features.
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These data were gathered from standard text books. For the continuous variables. approximations were
made for the required values by reference to articulation diagrams and descriptions from a number of
sources. For the same set of phones, a specification in terms of synthesizer control ammeters was also

constructed. The relevant values were initially measured by handfrom s trograms a natural speech, and
the results improved incrementally by copy synthesis and comparison wrth the original utterance. At a later

stage comparison of spectra produced by linear prediction for both natural and copy-synthesized phones

allowed a closer match to be made.

Correlation of the two sets of data was achieved by using multiple regression analysis. For simplicity only

data for vowels and glides were used to construct the first model. An assumptiOn regarding the nature of

glides was made to expand the available data set. It was assumed that at the mid-point between the start

and end point of a glide, all values (synthesizer parameters and articulatory Features) are at the mid int

between their respective start and end points. Observation indicated that this assumption was true in lbut

ahandful of cases. In these exeeptions f3 tended to show a maflted drop towards i2. and away from its final

end point, These data were included in the analysis and a. more aceutale model resulted.

Fonnant F uencyR Am litudeR. BandwidthR

   

Figure 2: R2 values as an indication of model accuracy

In quantative terms. the accuracy of the model can be measured using the R2 statistic which indicates how

much of the observed data is ex lainod by the model. The table in figure 2 gives R1 values for formant

frequencies, amplitudes and ban widths calculated by the model. The value for bl is left blank as a constant
value is used for this parameter. Note that the aecumcy of the model is lower for the higher. less perceptually

important formants, This may be a reflection of the difficulty of making aoeurate measurements for these
values.

 

Figure 3: Natural speech
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The result of the analysis described in the previous paragraphs was a model capable of producing vowel
sounds from articulatory feature specifications. To construcl a complete synthesiHJy-rule system from this
model three further st: 5 were taken. The first step was to define how this model could be used to synthesize
other classes of satin . such as stops and fricativcs. This was achieved by makingthe assumption that
all phones are articulated as vowels. but with some phones having a structure “overlaid” on top of the
vowel articulation. For example. in the case of frieatives. suitable amplitude and bandwidth arameters
are substituted for those generated by the model so that when frlcated excitation is used rathert an voiced
excitation, the conect spectra results The binary place and manner features described in figure 1 are used
to look up the appropriate values to be “overlaid” on the results from the vowel model.

 

Figure 4: Synthetic Speech

The second step taken was to determine how to interpolate between targets for the continuous-valued
articulatory features. After investigating different methods of parameter interpolation. a cosine based
interpolation function was chosen. This gave smooth transitions between idealized targets, and modelled
the acceleration and deceleration of articulators during their transition between targets.
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Figure 5: MRT results - open response
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The final step was to define a set of rules governing the trajectories of the articulators between phones.
their relative timings and the timing of fricated and voiced excitation. Effectively these rules implement
segment level coarticulation. Segment level coarticulation is being modelled at this stage for demonstration
purposes. Given a suitable architecture within which FDFS can operate. contextual effects at any given
eve] of abstraction may be modelled. One hundred and ten rules were constructed. each specifying the
transition between two segments of given "classes". For example there are rules dealing with frieative to
vowel transitions. stop to vowel transitions. vowel to frieative transitions and so on.

The rules described operate on a list of frames. generated from the original phonetic input. Each frame
repreSents Sins of speech. and each contains a set of artiarlatory features describing the state of articulation
at that point. The rules produce smooth trajectories between phone targets by plying the interpolation
function as described. Finally these frames are mapped onto Sms frames of syn estzer parameters which

are used to drive the formant synthesizer. Two spectrogram: are given as a comparison of a natural utterance
(figure 3). and a synthetic eqaivalent (Rigsre 4). The phme is “Why were on away a year Roy?". The
phonetic transcription used as input to P5 was produced using the ISR system, then hand edited to
match the duration and pitch contour of the natural utterance.

No modified rhyme tests (MRI) have been carried out to provide a rough guideto the intelligibility of
FDFS. A similar methodology was used to that deseribed in [17]. This allowed direct comparison of the
resulrs obtained with other synthesis systems. The MRT can also be used toprovide diagnostic information
and hence aid the development of the synthetic speech. The graph in figure is a summary of the error rate
of the s stems tested using the MRT in open response format. FDFS a as twice on this graph. indicating
the intelli ibilit of the system at two pomls during its development. c reader should be aware that there
are a num r o caveats attached to the results of MRT's. and that they onlyprovide an approximate guide
to the relative intelligibility of the speech stimuli listed

5. ADVANTAGES 0F FDPS

One of the advantages gained by using articulatory controls to drive the synthesis process is the ability to
vary the recision with which the synthetic speech is articulated. Figure 6 atrem ts to illustrate this. The
two graphs derail the trajectory over time ofa given articularor (e.g. tongue hei t). In a segmental view
of speech the movement of this articulator could be envisaged as being goveme by a number of idealized
targets. one r segment, In the left hand graph in figure 6. we see these targets illustrated by the point
reached by r e arriculator ateaeh of the segment centres. lmprecision in articulation (eg. in rapid s eh).
could be considered to he the undershoot or overshoot of these targets. To model this we assume t t the
articulator is still attempting to reach the “idea " targets as previously specified In this instance however.
the time allowed for rhis transition to take place is reduced, but the rate of change of the position of the
articulator is not modified to reflect this As the right-hand graph in figure 6 illustrates. a different trajectory
for the articulator results. Effectively. articulation for the next phone in sequence begins before the target
for the previous phone is reached.

  

Figure 6: Precise and imprecise articulation
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The work is at an early stage. However a number of interesting results have beenobtained. First it is possible
to use precision of articulation to model rapid speech. A phrase spoken at n normal rate of animlation
compared to the same phrase spoken at twice the speed has characteristically different spectral properties.
Simply doubling the rate of a synthetic version of the phrase produces an un—natnral “over precise" effect.
By varying the precision of afllculation across the synthetic phrase. its spectral properties can be made to
match quite closely those observed in the natural rapid speech.

Aficiobsewing the effect of modifying precision ofarticulation, we have come to the reliminary conclusion
that precision of articulation may play a large pan in the perception of stress an vowel reduction By
increasing the precision of articulation in stressed syllables, and reducing the precision of unstressed
syllables we have noted that the expected vowel reduction results and the stressed syllable appears conectly
stressed. It must be noted at this point that this work is at a very early stage; further experimental work is
required before we can fully demonstrate the precision-stress relationship.

An example of varying precision of articulation is given in figure 7 below. The precision of articulation has
been adjusted as follows: at the start of the utterance high precision is used, which reduces rapidly after the
first syllables. Further stressed syllables have high precision, the remaining syllables have lower precision.
If the spectrogram in figure 7 is compared with those of natural speech (figure 3) and the originai synthetic
speech (figure 4) it will be noted that the formant transrtrons in the precision-adjusted synthetic speech are
smootherthan the original synthetic speech and reflect more accurately the original speech being modelled.
lnfonnal listening tests indicate that for rapid synthetic speech. adjusting the precision gives more natural
sounding results (and can be taken to extremes resulting in "slurred" almost drunken sounding speech).

 

Figure 7: Synthetic speech with precision adjustment

6. SUMMARY

In summary. we have presented a description of the derivation of a quasiuarticuiatory synthesis strategy.
We have demonstrated that it is possible to produce intelligible speech using a cmde approximation of
articulatory controlt We have aiso demonstrated one of the advantages that this articulatory based approach
[0 synthesis offers when compared to tradition acoustic-domain synthesis: the ability to dynamically modify
the precision of articulation of an utterance to enhance its perceived naturalness‘
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