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I. INTRODUCTION

This paper outlines the theoretical solution to the problem of maximum

likelihood (ML) estimation of time-varying delay d(t) between a random signal

s(t) received at one point inathe presence of uncorrelated noise and the

time—delayed. scaled version as(t — d(t)) of that signal received at another

point in the presence of uncorrelated noise. The signal is assumed to be a

sample function of a nonstationary Gaussian random process and the

observation interval is arbitrary. The analysis of this paper represents a

generalization of that of Knapp and Carter [1]. who derived the ML estimator

I for the case that the delay is constant. d(t) = do, the signal process is
stationary. and the received processes are observed over the infinite

interval (-w .+m). A more detailed presentation of the topic of this paper

appears in [2].

We model the problem of time-varying delay estimation as follows:

A vector of real waveforms

Fl“) 5(t) "1(1)
I”) = II 1'~ (1.2)

r2(t) as(t - d(t)) w2(t)

is observed on the interval [T1, Tf]. For convenience, we define £(t)

as zero for t outside this interval. The signal s(t) is a sample function of

a zero—mean Gaussian random process having covariance function

R5(t1.tz) = E{s(t1)5(t2)}- (1.3)

The delayed and attenuated signal 35(t - d(t)) is related to s(t) through a

non—random but unknown invertible linear operator

oz_d(t)."a'{5(t)} = 3‘s“ — an” ' . (1A)
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The noise waveforms w1(t) and wzit) aresample functions of white

Gaussian random processes having covariance functions

N
_ _ .2 _Rw1(t1.t2) — Rw2(t1,t2) — 2 6(t1 t2) . (1.5)

The signal process and noise processes are mutually independent. The

attenuation factor 3' and delay function d(t) appearing in (1.2) and (1.4) are

nonrandom but unknown. Since d(t) represents delay. we will assume
throughout this paper that d(t) 3 0. The attenuation constant 3' can be any

nonzero real number. The problem is to estimate d(t) and a.

II. THE LOG LIKELIHOOD FUNCTION

The first step in the derivation is to represent d(t) as a parameter vector
g = (d1,d2. ...) by expanding it into a series using any convenient
basisw1(t)}. we can then write

a:

5mg) ‘ su-dem) .= (2.1)

i=1

It follows from notation (2.1) that

s(t;Q) = 5(t) . (2.2)

We now write 5(t) of (1.2) as

:(t) - smgfii + um (2.3)

where

Lit) =(r1m rzmfl . (2.4a)

was) A (s(t:Q) ssn;a_)')T . (2.4»)
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and

um =<v1(t)wz_(t))T . (Me)

It follows for g = D and 3 = I, 5(t) of (2.4) is a Gaussian random vector
process having mean zero and 2 x 2 matrix covariance funct1on

Kr;g.;(t.u;§j) és{;(t)57(u)‘g = 9.5 = E}

= E{;(t;9.i)gT(u:g.K)} + E{»_:(t)vT(u)}

N0: x “La-(numb + 715mm) (2.5)

where I is the 2 x 2 identity matrix.

we proceed by representing vector process [(t) as an 1nfintte dimenstonal

vector 5 using the genera11zed Karhunen—Loeve expansion [3. pp. 22l—223]. As

shown in [2]. this Ieads to the log—11ke11hood funct1on

MMQJ) = mm?) + “(9.3) (2.6)

where

Tr Tr
LRUM) =filo f f 57(t)un(t.v;g.i)5(v)amv (2.7)

T1 T1

and

Tr
33(91) = —‘5 f Tr[uc(t,t;g.fi)]dt . (2.8)

T
i
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The 2 x 2 matrix function fln(t,v;g.x) in (2.7) is the solution to

T

N f
" .2 “ _ _ .

Ks;g'3(t.u,D,A) - 2 Hn(t.u.D.A) f H (t,v.0.A)K ;d’a(v,u.Q.A)dv

T1
(2.9)

-9. T15t1.u§Tf

In order to interpret fin(t.v;g,i). define

Tf .

A . ~ _. . "'§n(t.9.A) - f un(t.v.g.m(v)dv. 11 st 51f . (2.10)
T

 

It can~be shown [2] that @"(t;_D,.A) is the LMMSE nongausal estimate of

§(t;_D_,A) when 9 and A are the true values of d and a respectively.

Similarly. the 2 x 2 matrix function H ( - :07) in (2.B)~is the impulse

response of the causal LMMS; estingtefigg Q73") of ;(t;Q.A) given that

g = g and a: A. flc(t,v;g.A) and sc(t;_.A) are equal to fln(t.v;Q,A)

and ’g‘n(t;Q.A) respectively when Tf = t.

     

The values of g and I Jointly maximizing the log-likeliho :1 function (2.6)

are by definition the maximum likelihood estimates/E and of d_ and 3‘

espectively from 5(t). T1 5 t 5 Tf. The maximum Iikelihood estimate

I] t) of time—varying delay d(t) is the waveform represented by 3.

III. THE MATRIX IMPULSE RESPONSE fln(t.v;fl,;)

In this section we derive a simpie explicit formfor the matrix impulse

response fin(t.v;g,'K). It is relatively difficult to obtain this form by

solving equation (2.9). The constructive approach taken here has the

advantage of being both mathematically and conceptually simple.
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The first step in the derivation of fln(t.v;fl.i) is to (noncausally)
transform 5(t). T1 5 t 5 Tf, into the vector process ['(u),
f(li) 5 u 5 Tf. where

K"r2(e(u>)
r'(u) = ;f(T.)g u 5 1. (3.1a)
- o 1 1

r1(u) + K'1r2(fi(u))
you) =% :11: u : mf) (3.1a)

~-1
r101) ‘ A r2(fl(u))

FIN)

[‘(u) = ; fo) g u g IE (3.1:)-
D

In the above.

rm = t - om (3.2)

and B(t) is the inverse of f(t)

B[f(t)] = t . (3.3)

In (3.1). A can be regarded as an assumed value for theunknown relative
attenuation constant 3, and D(t) as an assumed function for the unknown
delay function d(t). He naturally require Dtt) z 0. The transformation
r(t) o L'tu) is illustrated in Figure 3.1. where for simplicity in
interpretation. the noise processes w1(t) and w2(t) have beendrawn as
small ripples.

An examination of equation (3.l) and Figure 3.1 will reveal that the
transformation from £(t) to 5'(u) is linear and invertible. Thus, r(t).
Ti 5 t 5 if can be recovered from £'(u). f(T1) g u g Tf. using a
linear transformation. It follows from the reversibility theorem [3. pg.
289] that the npncausal LMMSE estimate‘§3(t;g,fii of equation (2.10) given
g = D and a = A. can be obtained from r'(u). Before describing the structure
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2f the LMMSE estimator. 1t H1” be helpful to observe‘that 1f g = _D_ and

a = A, than. from equations (2.3). (2.4). and (3.1):

EN) = Q : u < “71) - (3.4a)

s(u) n1(u)
{'(u) = + ; f(T‘) 5 u 5 If (3.4b)

0 n2(u)

£'(U) = .Q : Tf < H . (3.4:)

where

K‘Mzuuun
= :mn guan. (3.5a)

-0

n1(u)

"201.)

Mm] u1(u) + i"u2(6(u))
. ‘5 M1 ; 11< u 5 f(Tf) . (3.5a)

n2(u) H101) - A wztiflun

n1(u) u1(u)
= ; f(1f) < u 5 Tf . (3-50

“2“” o

It can be shown that the noncausal po1nt LMMSE gst1mator of s(t) from ;'(u),

f(T ) it. u 5 If. conditionedJn g = Q and '5' = A. 15 g1ven by the system

1n 31gure 3.2. where f t,u;Q,A) 15 the impu'lse response of the noncausa]

po1nt LMMSE estimator n (t) of n1(t) from n2(u).

A Tin1(t) = f f(t.u;g.1\’)n2(u)du ; f(T1) g t 5 Tf (3.6)

((11)
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and gn(t,u;g.33 is the impulse response of the noncausal point LMMSE

estimator /s\,,(t) of s(t) from 5(u) + mu) -’n‘1(u).

T r
’s‘nm = f 9n(t,u;9.i) [5(u) + n1(u) —-/n\](u)]du ; mi) 5 t 5 If . (3.7)

mi)

A proof of this assertion is given in [2].

The LMMSE estimator of 33(1 — d(t)). T 5 t 5 Tf, from [(u).

T1 5 g 5 Tf, conditioned on g = Q and = A, follows easiiy from the fact

that as(t - d(t)) is a linear transformation of s(t). Because all avaiiabie

data have been used to obtain €h(t). f(T1) 5 t g If,~the noncausai

LMMSE estimate of Es(t - d(t)). given 9 = Q and 3 = A. is simpiy the scaled

and delayed version of’s‘nm of (3.7). namely. R9,“: - pm).

The specific form of the impuise response f(t,u;g,z) turns out to be [2]

f(t.u;Q.A) = k(u) 6(t - u) (3.8)

where

A Mumquum
m" fi2+[1—o(n(um ‘ ‘ f

0 ; otherwise. (3.9)

Consequentiy

/\
n1(t) = k(t)n2(t) . (a 10)

An equatigp specifying gn(t.u;Q.T) can he obtained by using the fact that
gn(t,u;Q.A) is the LMMSE estimator of 5(t). f(T1) 5 t 5 Tf. from

ZKU) = 50!) mm) ; em) 5 u g Tf . (3.11)
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where

Mu) ‘3 mu) —’n‘1(u) ; H195 u 5 If. (3.12)

The noise process n(u) is zero mean. and uncorrelated with the signal process
s(u). Its covariance function is [2]

E{n>(t)n(u)}-= 0(u)6(t—u) ; m‘) 5 u 5 If (3.13)

Where

N .
% [I — D(B(u))]:f(11)5 u 5 Ti

0(U) = N. '
121‘” E ; 11< u 5 mi)
2[A + [l—D(B(u)]]

N0—Z;i(1f)<u5Tf.

This leads directly to the equation

  

    

 

T .

f

Rsitm) = f gn(t.u;9.fi) Rs(a.u) dc
f(T1) '

    
   

       

        

   

+ o(u)gn(t.u:u_.i) : f(T1)<t.u < If . (m)

  He have now specified the structure of fln(t.uzg‘fi). This structure is

shown in Figure 3—3. where the filter g"(t.u;Q.A) is the solution to (3.l5)

and where k(t) is given by (3.9). By tracing through this structure. we can

derive the explicit form for the individual entries h1 (t.u;Q,T) in

flntt,u;Q.A). Upon setting Tf = t ug'then obtain the explicit form for

the indivipual entries in fl¢(t.u:Q.A). This leads to the explicit solution

for 15(Q.A) via (2.8).
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Fig. 3.2 Estimator of s(t).. when
d = D and a = A, then x(t) is the
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Fig. 3.1 Invertlble Linear Trans— Fig. 3.3 System fln(t.u;Q.K)
formation
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