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1. INTRODUCTION

It Is the purpose of this paper to describe an unusual and novel
technique for general pattern recognition, based on a graph
theoretlic approach, and to describe the application of this
technique to automatic speech recognitlion.,

There [s an Increasing awareness In almost all branches of pattern
recognitlon that 1t Is neccessary to consider the "structure" of
patterns and not to regard a pattern as an assembly of statistically

Independent cells, This awareness leads to recognftion processes
characterised by firstly, a subdivision of the patterns into smaller
units {"features" or pattern “"orimitives") and secondly,

establlshment of the (structural) relatlonships between these units,
This provides a moderately compact "description" of the pattern In
terms of the entitles composing {t; recognition is then accompllished
by preparing a corresponding "description" of the unknown pattern
and then comparing these descriptlions. Such a process includes not
only the capahility of assigning the pattern to a particular class
but also the capaclty to describe aspects of the pattern which
render It Ineligible for asslenment to another class (Reference 1},

Such structured approaches to pattern recognition have substantial
commonal ity with computational lingulstics and with flnlte state
machine theory, and the generlc term 'syntactle pattern
recognition”, now generally accepted, recognises thls. However,
many problems sti!) need to be solved; these include pattern
description technlques, primitlve selection, and recognition and
inference procedures. It is the alm of thls paper to contribute
towards a solution to these problems.

2. PATTERN DESCRIPTION

Ft has frequently been suggested that pattern descriptlions should
‘be hierarchic by nature, reflecting the hlerarchically structured
nature of the real world (which, In some abstract form, they
represent). In such a scheme, pattern primitives are. assembled {as
nodes) into a single tree-llke structure; it Is then often alleged
that the succession of nodes represents the necessary succession of
hlerarchle levels.

It Is a contention of thls paper that this approach perpetrates
some measure of mlsconception and that a more accurate viewnoint
would seek to represent the succession of hierarchlc levels by a
succession of tree-llke structures. Furthermore, since many pattern




recognition problems are characterised by the simultaneous presence
of many dilfferent kinds of Informatlon, (speech, for example,
contalning informatlion relating to speaker sex, jdentity, mood and
regional accent as well as word Identlty), [t seems logical to
extend this first "successlon" of structures so that it becomes one
of many. Such a formulatlion of the pattern description problem
enables several very signlficant problems to be overcome; It also
offers a number of advantages not readlly offered by the orlginal
formulation.

In such a system, recognition
becomes very much a continuous
process distributed across the
network of graphs which represent mgﬂﬁ;ﬂfﬁ%"
the structure of the patterns belng
studted, rather than a dliscrete
process based upon {(for example) N TION
hypersurface discriminatlion.

. FORMANT
Each structure (zraph) can be CONCATERATION
constructed to’ extract primarily '
that information relevant to some FORMANT

particular object (eg:  word 7 "N, F2 F3 IDENTIFICATION

ldentity, speaker identity) and to '
largely lgnore information ﬁ'
Irrelevant to that object. The ¥
results of these declsions can be (AR R
used to asslist or enhance other

decisions elsewhere 1In the network TYPICAL GRAPH-SUPERGRAPH STRUCTURED

in a manner analagous to that which RECOGNITION SYSTEM.
apparently occurs In the human
brain.

A graph theoretlc approach to structured pattern recognition would
seem to be advantageous since 1t offers an approach In which the
structural relationships between pattern primitives can be
abstracted, represented and manipulated; it may also offer a means
whereby certain disadvantages of '"syntactic" recognitlon schemes
(notably, the limitation imposed by the use of single strings) could
be overcome,

Formally, each of these Individual structures s a graph; the
recognltion system 1s therefore based upen the use of a network of
graphs, in which Interconnection between the vartous graphs can
occur. It should be noted that the complete recognition system can
naturally also be regarded as a graph {(at a higher level of
abstraction) and that thls "supergraph" forms a compact and
unamblguous description of the overaltl structure of the system.

The use of a larger number of relatively small structures offers
substantial advantages; It offers some form of inference (see
Sectlon 5} and permlits very rapid searching te be undertaken.

3. PRIMITIVE SELECTION

It has been sugpgested (Reference 2} that the human perceptual
mechanism recognises clusters on a local distance and
nearest-neighbour bhasls, There is also some evidence that the human
clustering mechanism |Is adaptive, in the sense that although some
stimull will Invariably be classiflied unliquety, others may have a
classification which is dependent upon their Immediate environment.
The use of graph-theoretic techniques (Reference 2} to locate
clusters by fragmentation of the minimal spanning tree covering the
point set has heen Investigated In detatl from an automatic speech




recognition viewpoint and can provide an effective means of
segmenting lsolated utterances into smaller units which correlate
well with the sounds of speech as percelved by a phonetician, as
well as providing a measure of environment dependent classification
where necessary (Section 5).

The process Is completely general, In that It does not assume any
pre-defined constralnts and any set of patterns could be offered,.
This generality means that the process could be wused repeatedly,
first for segmenting elementary speech sounds from I[solated
utterances and subsequently for dividing these 1in any approprlate
manner.,

L. PATTERM REPRESENTATION

The generallsed representation of a pattern class in terms of the
primitives selected and the relatlonships between these ls not a
trivlial problem. A number of approaches to finite state machine
synthesls are known but these In general require enough information
to be included in the probiem statement to ensure a unigue solution.
For many pattern recognition problems this Is an unduly rigorous
criterion and an atternatlve approach to the problem has been
adopted. This approach |Is based upon, but supersedes, an approach
:?opted earlier (without success) by Stelngrandt and Yau (Reference

The existence of a set of patterns for “training" Is assumed and It
Is also assumed that a set of primlitives have been defined from
these. The problem is then to construct a graph (flnlte state
machine) to represent the pattern class from the samples of the
class, as exemplified by the tralning patterns.

The obvious need is to minimise the slze of the graph, in terms of
the number of nodes and arcs In the graph (since this will maximise
the use of each primitive). It can be shown (Reference 5) that
additions to the graph will be necessary if the primitive does not
appear in the graph but may not be necessary {if the primitive |Is
already present, A solutlon to the problem of additions has been
demonstrated and an algorithm written which Implements an optimum
form of this soluttion.

5. PATTERHN RECOGHITION

A varlety of recognition strateglies can be Implemented using a
syntactic recognlser., In all cases, it [s essential that the unknown
pattern be glven a description In terms of the primitives of which
It Is composed and that this description be compared with the
representation of the pattern class already derived. This Iimplies
searching the graphs In the network using some metric or similarity
measure to define the result of the comparlson process, None of
this Is difficult, although It may be tedious.

The use of many graphs, rather than one, provides a faclllty
whereby a form of Inferential classification can be achieved. If It
becomes lncreasingly unlikely that the current path being followed
In the graph at level N Is the correct one, then this path can be
retraced. If an earlier declision at some node was In fact wrong
thls must arise because of an erroneous output from the graph at
level (N-1). The correct output can be predicted from level H, and
It may well prove that this correct output Is entirely acceptable
on a simitarity hasis even If {t Is not the most highly similar
decislon possible,

This approach bears some Intultive simlliarlity to human Vlinguistie




error correctlion, and a more direct similarity to the decoding
processes of convolutional codes; this simltlarity Is regarded as
encouraging.

6. EXPERIMENTAL RESULTS

A group of computer programs have been written to Implement a graph
theoretic recognition system and these have been used for automatic
recognitlon of spoken words, So far, only one falrly simple
structure has been used (two lavers, wlith a single graph In each
layer) but even thls shows a performance substantially better than
the comparative performance assoclated with template matchlng, with
error rates reduced by 2:1; more complex structures {involving three
layers and five graphs) are being studied.

Performance levels of about 99% are currently beling achleved for a
small range of talkers uslng a spoken digit ("ZERO™ - "NINE")
vocabulary, "tralning" helng based Inftfally on five utterances of
each word. Hore tralning than this seems to be valuable since at
thls level some utterance descriptlions are nelther encountered nor
deductible from the training patterns.
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Footnote: Reference 3 provides additlional materlal relevant to the

synthesls of finite state machlnes described In Sectlon L.




