
  

Proceedings of The Institute of Acoustics

DEIvaNOT PATTERN MATCHING:-A METHOD INAUTOMA'HC SPEECH RECOGNmON

Julius J. Guy and Ernest A. Edmonds .

Human—Computer lntertace Research Unit Loughbomugh University at Technology

ABSTRACT

A technique for use in automatic speech recognition (ASH) is reported which does not employ
traditional pattern matching techniques. The ti-ieoretioai basis derives Irom Popper's theory oi the
growth oi scientific knowledge, and claims to solve the problem at applying highly abstract
theoretical knowledge to the problem oi speech recognition. This problem lies with the construction
cl bridging relations between theoretical and observation languages. Existing ASR systems attempt to
express abstract knowledge in observation language terms. Observation languages are incapable at
describing abstract theories. The new technique Is a combination oi recognition heuristic and
researdt methodology. A detailed description oi the technique Is presented lit the term ot a
commentary on Its application to the detection at the voicing pulse. Stenlng with a trivial universal
theory ol the voicing pulse. constraining conditions are derived which exclude all hypotheses which
tell to conionn to the theory. The tests are implemented as a Prolog program and the results shown.
No comparisons are made by the program between prototypical patterns. A new theory Is titan
constructed to take account oi the deficiencies In the old one and the process repeated. It Is
demonstrated that with the growth oi knowledge an Increasineg greater recognition accuracy Is
achieved.

PROBLEM

We may consider the problem oi speech recognition is as Iollows. A speaker‘s vocal tract produm
various energies. What we require. Is that by perionnlng various measurements upon the acoustic
(and possibly other) energies. a computer system should determine whether vocal tract activity is
taking place and it so. determine the nature of that activity. Given that a sufficient accuracy Is
obtained. the system could be used as a Speech Input lnteriace to a computer application programme.
We distinguish between the problem of recognising what aspeaker 'seys' In the sense oi what he
articulates. and the problem oi Interpreting what he says. Note that. from this perspective.
recognising what a speaker says is a problem oi physics and not at psymology. Thus we are
interested In programming a machine to deterrnlne the Identity oi specific physical phenomena as
they mr In Its environment. A second problem is deten-nlning suitable two way communication
protocols Involving enor protection and usability Issues. In this paper we shall only be dealing with
the problem at determining what speech activity is taking place In the recognisers environment.
specifically. of detennlning the presence at vobing pulses.We are not concerned with recognising a
pattern. We are concerned with recognising specific physical phenomena as they occur In the '
environment. which Is a diiierent problem. '

Our approach starts from the premise that every human vocal trad has the same bask: design but ls
sghtly dliierent from thatoi any other. possibly lor the reason that It facilitates speaker
identification. We take It as fundamental that these ditlerences will be due to relatively minor
variations on that basic design. There should. then. exist a number at universal generallsatlons
which may be made about the way In which human vocal tracts interact with their environment such
that ior any speaker. it Is possible to deduce what heis saying. In the sense identified. from the
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acoustic energies that are produced. These generalisations may take the form of statements

concerning the general laws of vocal tract behaviour. Our work is concerned with the problem of how
to discover and use general laws of this kind for the purpose of automatic speech recognition [1.2.3]
. As will become apparent in what follows, the method Involves using threshoiding In the manner of
the theory of scientific discovery described by Popper [4.5.6].

A useful consequence of Irrvesrlgeting the general laws of vocal tract behaviour is that any statement
made regarding these laws will be a universal statement. relutable by asingle valid counter

example. For example. assume that we have developed a theory desaiptlve of the behaviour of the
voicing pulse. We may have formulated the hypothesis that an energy peak due to the release of the
vocal cords. is to be detected at some given time t. We then apply sowesslve tests derived from the
theory to attempt to refute the hypothesis. Should the hypothesis be true. according to our theory and
it survives the tests or the hypothesis be false according to our theory and the tests succeed in
eliminating it. then this fact will corroborate the theory. Should the hypothesis be true and the tests
eliminate It. or the hypothesis be false and the tests fail to eliminate it. than this will demonstrate
the falsity of our theory. The fact that it Is not possible to prove the truth or falsity of any physical
theory does not affect our argument. What we will always be looking for will be measurements which
constitute tenable uitlclsms of our theories and therefore force us to Invent better ones. Criticisms.
In the lorrn of measurements which are contrary to expectation present us with counter examples
which we need to explain and take account ol in the formulation of an Improved theory. It seems
intuitively obvious that If we had a true theory. then the procedures employed In the testing of that
theory would provide us with thebasis of a straightforward and reliable recognition algorithm. For
example. in the case of voicing. hypothesize that an energy peak due to a voicing pulse is to be
discovered for every time t. and then apply the test procedures. If the theory is oonect and the tests
are comprehensive then only the valid hypotheses will survive.

Thus, In our approach to the problem of speech recognition. we. firstly. formulate a theory
concerning the behaviour of some particular feature of vocal tract activity which we think might be
applicable to the oonstmction of useful speech input protocols.We then derive various test
procedures with which to test that theory and implement them within a computer program. Next we
apply that program to a speech fragment and examine the result. If the result is that only valid

' hypotheses havesuvaed. then we proceed to apply the program to another speech fragment and so
on until either we are satisfied that these procedures could be usefully implemented within a
practical recognition system or we find a counter example which forces us to Invent a better theory.
The key point to note Is that we lonnuiate theories in natural language and. we will seek to
implement them in ways that enables us to clearly understand the relationship between our ideas and
the code. Thus we are able to reflect upon and modin our theories whilst fairly easin updating our
software implementation of them. From this point of view. failure is of greater interest than
was. since each failure represents an opportunity to develop a theory which Is a closer
approximation to the truth than Its predecessor and therefore brings us one step closer towards
realising a practical recognition algorithm.

EXAMPLE  Figure 1 show a spectrogram of part of the ALVEV speech tape of the utterance 'Speech ls so
familiar a feature of daily life that we rarely pause to define It' [7]. The figure represents about
half a second of speech towards the end of the utterance. Only the frequencies roughly in the range
200th through 5K H: are displayed and were used In the analysis. The gray scale values of the image
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lie approximately In the range 0 through 63. We will discuss the use or this and other data. obtained
Irom the same source. In order to move towards a theory about striations. The purpose oI the
discusalon Is to illustrate the method rather than to make a specific contribution relating to
striations.
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The voicing pulses tend to appear in spectrograms as dark vertical lines and are commonly refened
to es 'etrietions‘. Above the spectrogram ot tigure t are some vertical hand drawn lines marking the
times at which we think such voicing puleee may have occurred. They merely approximate to the
location or those pulses. and are merely used as a guide.

in our example process. a first approximation towards a theory 01 the physical properties at the
voicing pulse is to state the obvious. Namely that a voicing pulse results in a sharp but relatively
short pulse at energies produced at the vocal com. Drawn as a graph of amplitude against time one
should therefore observe a peek In the energy values whenever a voicing pulse has occurred. Figure
1 also shows the energy curves obtained by summing and then averaging the gray scale values tor
each column oi pixels in the spectrogram inane. Four sole oi averages are shown. the that is that ol
the overal spectrum. the second is of the lower irequencies. the third ls of the middle frequencies
and the tourth is oi the upper frequenciea. The curves corroborate the theory.

However. not all the peaks are due to voicing because other phenomena are also occurring. The
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energies irorn those phenomena could be such as to completely obscure those produced by avoicing
pulse. Thus anyhypothesis regarding the question oi whether a peak is due to voicing will always be
ooniecturai. However. one can find reasons for criticising such hypotheses. For example. it we state
that we are only interested in detecting voicing pulses produced with a given minimum energy under
condtions which will resuh in the detection of a given minimum energy at the microphone. then one
could employ the tent of having observed energies below that minimum value as a strong criticism.
Thus if one were to make the hypothesis that a voicing pulse had occurred at some time t arid one
were to obscure that the energies at the microphone at time twere below the critical minimum, then
these would be strong grounds tor its rejection. Thus. what we have to do In evahiatlng any voicing
pulse hypothesis. is attempt to find similar quantitative reasons tor the elimination at that
hypothesis. In this exarrmie. we may observe that none at the troughs in the curve or the sum at
energies shown in figure 1. overlaps the estimated location of a voicing pulse. This might be a reason
for relecting e striatlon hypothesis. We will therelore make the provisional assertion that no
striatiorr pulse may be interred In cases where there is a trough in the sum at energies curve.

To implement the above method. a Prolcg program was written which initially. generated a striation

hypothesis for every time t under consideration. This was the simplest possible starting point and
amounted to nothing more than the creation oi a set oi entries in a database where eld'i entry has the
[dim ‘sti‘iationfli‘ and T is a unique integer denoting an instant in time. Since our digitised
spectrogram was a 512 by 570 matrix. this resulted in 870 such entries. viz:

striationm.
striation(2).
striation(3).

stdetionissei.
striationtst'o).

The idea is to now periorm test measurements on the basis of which we may remove entries from
this database. Thus. tor example. it we pertorm a measurement which indicates that the energies tail
below a given minimum at time r-z titan we remove the entry: sirlationtzi item the database. Alter
alt tests have been performed. then these entries remaining In the database represent moments In

time for which no grounds could be found for the rejection of a sirletion hypothesis.

In what lolbws we shall be describing the lormulation at various theories which will be composed oi

what may here be called component titeoretical Ideas item which the reiutation tests will be derived.

To iacilliaie emosltion we will rater to these theoretical Ideas by relerenoe to the tests derived.
Thus for example. the theoretical idea to be described next will result in a test which we ahaii reir

to as ‘rerutatlon 1'. a reterence which we will employ to likewise reler to the theoretical idea lrom

which it stemmed. The state at the entire theory developed up to a given point in time may iheretoro

be defined by reference to the ordered list o! the numbers at the tests employed. For example. we
will initially be iormlng a theory which employs tests with labels: reiutation 1. reluiation 2. ....

retutation 5. The state oi the theory may then be defined as the set T(1.2.3.4.5i. As our ideas

mire the identilylng numbers at new tests will be added to this set and likewise as ideas are

abandoned so the appropriate number: will be deleted. Thus. it ior example. refutation tests 2 and 4

are abandoned and a new test with identifier o is added. then the new state of the theory may be
defined asbeing T(1.:i.5.6). Eilectiirely. what this to expressing is the loot that with each iteration

an MOAVOIIPII‘I'IHIM)   



  

Proceedings of The institute oi Acoustics

DEFINITELY Nor PATTERN MATCHING:- A METHOD w AUTOMATIC SPEECH necoemnou

we are trying to explain the same set of obsenratlens as the previous theory explained, together with
those which it failed to explain. |.e. those on which the tests derived from the old theory. tailed.

Following through our previous observation that no voicing pulse coincided with a trough in the sum
of energies curve. we sought out the energy maxlme end mlnirrte and deleted all database entries
where there existed a minimum at time t. Thus for example. a minimum we: found at time t-ZO and
the entry: striationim) removed from the database. The results of this test (refutation l) tor the
whole spectrogram are presented diagrammatically in the top row at iigure 2. Here each of the
blocks composing the row. represents either one or a contiguous set of surviving voice pulse
hypotheses. Nc valid hypotheses were rejected by this test. However a large number oi quite
obvioust invalid hypotheses remain.
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One property of the voicing pulse as It appears in spectrograms oi speech spoken directly into the
analyser microphone Is that it is always accompanied by a dark region In the lower frequencies
commonly reierred to as the 'voic bar. Hence we may eiminete a strletlon hypotheses for any time
t at which the energies In the lower trequencies fell below a given threshold. The results of this mt:
reiutstion 2 are shown as the second row otresults in figure 2. Again. novelid hypotheses were
eliminated.

One leature of the energy pulses associated with striations as they may be observed in breed band
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spectrogram is that they appear to form long vertical ridges. However. notice that strictly speaking
this assumption is incorrect as we discovered when analysing the spectrogram shown in figures 7
and 8 (cf. below). One thing which might be assumed never to occur except irt the presence of other
energies, is that the striatlcn be bounded on either side by higher intensity values over any
reasonably long contiguous bend oi frequencies. This then constitutes the third test a'iterion:

refutation 3. The results are presented in figure 2 and again. no valid hypotheses were rejected.

it corollary of the preceding hypothesis Is that when a voicing pulse has downed, then in the
absence of other energies. it should be possible to observe at least one ridge like feature. That is.
there should exist atleast one contiguous frequency band at energies of a minimum intensity which
Is bounded on either side by lower intensity energies. This test: refutation 4. was implemented and
the results are again shown In figure 2.

It may be seen that alter refutation 4, with two exceptions, all of the locations of the striations have
been roughly approximated by the hypotheses with clear gaps In the hypothesis sequences existing
between them. A number of surviving hypotheses rater to two pulses which as far as we are aware
are due to vocei tract phenomena other than those associated with vocal cord activity. It might be
possible to further reduce the number of hypotheses by eliminating those which referred to those
pans of an energy pu!so during which the energies were building up to a peak value and those during
Mtlch the energies were decaying. To do so we Implemented a condich which looked for a broad band
of contiguous vanies (approx 1kHz) In the frequency dimension for each time twhioh were lower
than those in the same frequency band for any of the preceding time slices M. 1-2. ea. or. which
over that «the bandwidth were lower than those in the corresponding three succeeding time slices.
t+1. 1+2. H3. The results of this test: refutation 5. shown in figure 2 were surprisingly
successiul. They not only dramaticaly improved the overall accuracy of the estimated positions of
the striations but also removed all the hypotheses referring to the two non-voiced pulses. For the
purposes at this demonstration we felt reasonably satisfied with the results so far obtained and
decided to test them upon another speed-I fragment.

A very noisy portion of the same speech sample was selected for this purpose and Is shown in figure

3 together with our hand drawn estlmates of the location of the striations and the energy levels in the
different frequency bands as before. As may be seen from the close proximity oi the striations. the
voice at this point had risen considerably in Intonation. It Is Immediately obvious from the tacit of
temporal resolution of the striations that In lormlng our theory we had failed to consider the rate of
pulsing. Applying the current tests to this speech segment should literature be expected tcfeil. There
seemed indeed to be little point in even performing the tests in order to merely look for success or
failure. However. since we are looking for a greater understanding. we felt that other problems
might be revealed and therefore proceeded nevenheless.

As expected. many of the results. especially for the latter half of the speech fragment are valueless.
Furthermore. the differences In overall energy values areso small that even though In the first pan

oi the fragment they appear to provide a valid result, any Justification for eliminating hypotheses
merely because they happen to lie in an energy dip. would seem tenuous. The fault in theory
T(1.2.3.4.5) was that we had. amongst other things. failed to consider the existence of energies due

to non-voicing phenomena. The test: refutation 1 was not valid. We decided not to employ it further.
The wrrent state of the theory therefore became T(2,3.4,5). By discarding this test. the
constraints on the survival of the hypotheses have been relaxed. Thus. no hypotheses that had
suavlved the taste will be refuted as a result. This has the useful consequence. that no matter how
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  complex? our theories and related test procedures may become. the result of deleting a test train the
set. will only have the silent of permitting the survival at those hypotheses whose retutetion is
dependent on its existence. By corollary. the introduction of a new test will also have a determinable
effect on the survival at the hypotheses. Thus. the overall system has a modularity which teciiitstes
easy modification.

Examining the results of applying the remaining tests. showed that in the first half of the speech
fragment. a hypothesis survived to identify all but three ol the voicing pulses present. One
non-voicing pulse was also identllled. Ignoring for the moment the question at how to deal with that
non-voicing pulse. it seemed to us to be ot some interest to consider how one might deal with the
problem of missing pulse hypotheses in a context such as this. We therefore decided to explore this
Idea Independently ot the task at deriving a unified striations theory. We will deed-the this detour in
our thinking because It was to have an Influence on the evolution of the theory as a whole.

A striking fact about these incorrectly deleted hypotheses is that their location seems Intuther
obvious. For example. it one looks at the diagram below and imagines the top row to represent the
location at some striation hypotheses then It seems obvious that two hypotheses are missing and that
the true picture should tool: something like the bottom row. (missing hypotheses shown in grey).
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The reason why one might feel that an error had occurred here is because our understanding oi the
way in which the vocal cords behave seems to preclude the possibility of individual pulses tailing to
be produced in a sequence such as this one. (Since then we have learnt that indeed such events can
occur but that they are quite rare). Under such an assumption one may therefore conclude that
either the refutation test which resulted in the elimination of the striation hypothesis produced an
Incorrect result or that the entire sequence of apparent puises Is due to some phenomenon other than
that ol voicing. An Incorrect result could have arisen tor a variety of reasons. for example, that It
was not a particularly good test. that the theory item which It was derived was wrong. that energies
due to other phenomena intertered with the test. and so iorth. Hence one arrives at a point or conflict
between opposing hypotheses. Either the decision to refute the hypotheses In question was incorrect
or the pulses are not due to voicing.

The possible occurrence at such an error seems amenable to detection using formal methods. Between
each time contiguous block of surviving hypotheses there exists a gap much in the case of the error
locations appears to be rougth twice as long as any at the others. Hence one appears to have here the
basis for an algorithm with which to detect the occurrence of probtem areas such as the above. We
therefore wrote a program to detect these problem areas. The problem locations Identified are
shown In figure a (problem areas) . Given that the problem areas have been Identified. the question
arises as to what may be done about them. One reason ior suspecting that a refutation test might have
resulted in an Incorrect decision would be If a sudden increase in energies had occurred. or the vocal
tract was rapidly changing its configuration. For example. in this case both reasons seem to be
operative, first the energy increase due to rrlcetion and secondly both an increase in pitch at voicing
and an upward movement of the second torment. Under such conditions as increases in pitch one
might suspect that the muscular movement required to obtain it was less than smooth. Hence If such
tests were to be perionnad and the decision obtained that a refutation test had wroneg succeeded.
new voice pulse hypotheses could be generated tor the problem times identified as shown in the row
tabeied: ’relutelion 5 plus new hypothesis' In figure 3. It seems to us however. that such an approach
could only be properly developed given our having first acquired a far greater understanding or the
behaviour oi striations than we have at present.

Returning to the main task of further developing our theory, we increased the temporal resolution or
our data to a level which took account or the high vibration rates of the vocal cords are capable. This
etlectiveiy meant increasing the resolution until the individual striations in the problem area
became clearly visible. We decided for the pragmatic reasons oi processing time and memory
storage. to temporarily ignore the energies present outside of the range 0.5 through 2.5 KHz.
Figure 4 shows a close up or the problem area smoothed In the lrequency domain. A number of minor
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modifications to the test measurements seemed appropriate to take account of the higher level at
resolution. These modifications do not at course Imply any change to the undertying theory. Because
of the irecpmcy ranges being considered. we could not apply the test: roiutetion 2. However. tor the
time spanned by the spectrogram. the test had already failed to refine any hypotheses and therefore
did not actually need to be repeated. For reasons given previously. the test: refutation 1, based on
dips irt overal energy values was not employed either.
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The results oi the tests. as shown in ttgure 4 are clearly unsatisfactory because they tell to .
eliminate a sufficient number of false hypothmn and In pieces appear to have given a result which '
with respect to our estimation oi the location of the voting pulses seemed dubious. The reason why
this should have happened seemed due to the presence of energies due to phenomena other than
voicing. We could at this point have put more etiort into discovering the salient dtereotertsttu oi
the individual voicing pulses. However. a more urgent Issue seemed to be that at how to deal with this I
type at situation which may be sure to oowr oooasionalty no matter what tests are devised. This was I
an Issue which we had already explored as described above.

As mentioned. the reason tor the unseiiaiecioty resuha was clearly the presence at energies due to
lricaiien. Nevertheless. to the human eye the striations are quite oieerty visible. The reason seems
to be that the turbulence energies seem to come in bursts at quite distinct frequencies. such that in
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the rattler lrequenclee the striation pulses may be easily discerned by the tact at their regularity.
Thuswhataeems necesary is to locate tremency bands which appear to contain regular misaligns
and then employ the presumed regularity to predict the iamilnn of voicing pulses. These predicted
pulses could then be used asa basis lor refuting those survivors oi the previous tests which fell to
oonlorm with the discovered regularity. This at course is related to the idea explored previously.

As an unsophisticated first step. the trequency domain was divided up into ten contiguous equal sized
trequericy band: (approximately 200 Hz]. Next, tor every time t. it was hypothesized that l marked
the mboint ot' a voicing pulse one either Iltle at which. separated by a tilted time interval, existed
two other voicing pulses. Thus one was hypothesizing a sequences of five regular pulses. For each
timet a number ol such hypotheses was made. each tor l ditterent pulse Interval. Because at the
width of the striations at this level atresolution It was thought appropriate Undoneme as was
later revealed) to consider each pulse peak to be roughly three spectral slices wide. Tests were then
perlomted on each hypothesis to eliminate it it there was a great variation in the intensities at the
hypothesized peaks or if the energies at any putt were iess than or equal to the energies of any one of
the hypothesized intervening valley positions. Figure 5 shows these sequences superhnposed over
the spectrogram at locations approximating to the position of the trequenoy bands tor which they
were hypothesized. It was new necessary to attempt to join the hypotheses together wherever
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possible. The first step was to merge where possible those hypotheses which had the some time
intenral. This involved first merging those which overlapped for penicular time sequences. Thus
for example. I! one had e sequence oi hypotheses tor pulses at times [1015.20.25.30] and
[5.10.15.20.25] these gave the sequence [5.10.15.20.25.30]. However. one also frequently
obtained the use where though the Interval was the same the times of the pulse midpoints dh‘iered by
just one. For example. the sequences [10.15.20.330]m111.1s.21.26.311. These clearly
were referring to the same pulse. endwere merged to loan blocks oi sequences

[110,111.115.1s1.[20.211.125.261.lao.at11.
when merged with the earlier string this ghres the result

“51110.1t].[15.i6].!20211.l25.26].[30.31]|.
Next. pulse sequences which diiiered in interval but which overlapped over contiguous blocks were
merged wherever possible. For example. the above sequence and the sequence
[11 4].]20].|26].[32[.|38]] would be merged to give the result

[51110.11i.[14.15.1e].120.211.1aa.s132113311.
Following this there remained quite a number of hypothesized sequences which could not be merged
together in this way. Their existence and the points at Mitch the merge tailed were indicative oi
problem ones. since such on eventuality could only be emleined by tor example there being two or
more speakers speaking simultaneously. or the existence oi a pronounced echoing pulse as sometimes
occurs when the vocal cords snap back together. or to one or the other or both oi the conflicting
sequences being an incorrect hypothesis.

Four categories oi problem were identified. The first being the case where a merge could not be
perion'nod between adjacent sequences having the some interval.

941- E31].i361-i411.l45.47l.i51.52i.[57.581.l63.541-i7°l-i76fl
and ESGI-[OZJ-[SBHTSLUEIL

the problem existing between time 68 end To.
The second typewee that ofoveriapsoithe tom-t

[£30].l301.l42i.l4fll.i54i.i60i.1561i
and fl381.l44|.l501.i56i.i62]i

where the problem exists between times 36 and 66. The third was oi the same term but tor diflerent
intervals between pulses. The iourth was that where the head and tell oi sequences oi dilierent
intervals partly overlapped over a contiguous set of biodts but iailed on others. For example

[[701-[751-i301-i351190fl
End [[73].i79|.i851.19111

where the problem exists for times 70 through 75.

111e method was to create a pulse hypothesis ior all timest at which a pulse was hypothesized by a
pulse sequence hypothesis. Get: these 's' hypothesesto differentiate them from the first set oi
hypotheses to be tested. Cali those the 'l‘ hypotheses Thus for the sequence
[[10].]15[,[20].[25L[30]] the s hypotheses would be 10.520.25.30. The idea how was first to
remove such oi these as could be deleted by reference to the problem areas and then use the
survivors in order to reiute the ihypothesee. We assume this approadl to hold only in cases where
we have sequences of at least 20 contiguous pulses. since ior shoner sequences the [ustiflceiion tor
the method seems less Intuitiveiy obvious. Thus. conflicts of the second type were resohred will-mt
lurther testing in favour at the longer hypothesis. l.e. all the s hypotheses tor the discounted
sequence would bedeleted. No problems oi this second type existed tor other than very short
sequences. in the case at problems of the iirst. third and fourth type. it no i hypotheses existed ior
one at the problem times t then the corresponding s hypothesis was deleted. The remaining s
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hypotheses were then examined and wherever a time t existed such that no 5 hypothesis was present
and there existed an s hypothesis at times M and 1+1. than on the grounds oi an earlier argument.
on a hypothesis was generated for time t. The start end end times of the period covered by the s
hypotheses was then noted. Thet hypotheses which tell within this time interval were examined and
mode which did not overlap with an s hypothesis were deleted. Again gaps or one time slice in
titration were filed by generating a hypothesis lor those times. Tlte results of this test: refutation B.
andaiilhe other tests are shown as ligure s.

   

  

: F'Ertllrrl Emit

lgut‘ttuni :u-tl -t

Fl “"Hi
1..“ ,

“UL'I l'Ul-ii" t ‘,

HHNIJHL I ilttuliu

EifilJBEfi-

iri order to test the theory. another portion at the spectrogram was selected. again looking for a
region where the method might be expected to tail. The selected region together with the results is
shown as tlgure 7. One oi the reasons why the approx-J1 tailed was because at the assumption

concerning the width at a striation peak and valley (of. above). We changed this part at the program
eothet only asingie time slicewes considered and re-ran it. The Improved results are shown as
tigure 8. Notice that although only one valid hypothesis appears to have beenrefuted. there
medicines remains an unacceptable number at Invalid hypotheses which survived refutation. The

reason for this appears to be in part the loot that contrary to our theory regarding the sirnuiteneity
oi the energies of a voicing pulse (of. above), there exists a considerable divergence between the
time at Match energies at dinerent lrequeneiea attained their peak valueei Thus. the tests based on
the notion at a eimuiteneoul rise in energies were shown to be invalid. Furthenncre. the
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'distonione‘ can cause the pulse sequences hypothesized within one 200 Hz irequency bandwidth to
completer overlap the interval between the pulses hypothesized within another oi those bandwidths.
What seems to be happening is that with trioetlon, energies In some ot the trequencies are being
absorbed or in some way delayed In their passage into the environment. in silent what this would all
seem to Indicate is a need for a revision oi the simultaneous pulse oi energy theory and a less ad hoc
approach to seeking the pulse sequences then the one we have pursued so ter. The process must then
continue. but It is hoped that sufficient has been described lor the method to be understood.
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COMPARISON

We will now briefly dictates the relationship between the method described above and pattern
matching. The term pattern matching is used here to mean that family of recognition techniques
which involve the performance at some kind at similarity comparison between a set of input data and i
a set at prototypical exemplars. The goal is to assign each item of Input data to that exemplar to l
which It bears the greatest similarity |e.g. 8]. Within this family of pattern matching approaches 1
must also be included any parsing mechanism which involves the use of an explicit represean to
which the resultant analysis at the input data must then be matched.

l

The retutation approach is explicitly concerned with determining the identity oi given phenomena in
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the recognbet's environment rattler than with thedetection oi similarities between patterns.

Pattern matching. by contrast. is explicitly concerned with determining the Identity at that set of

reierence data to which the input bears the greatest similarity.

Etrui’fii to" 3
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PULSE SEQUENCES

REFUTHTICM 5

WUF‘L ESTIMIES

In spite of the urea: differences between human vocal tracts at the level of absolute measurement.

there nevertheless exists a dominant underlth design which unites them. Hence the way In which

one vocat tract interacts with its environment will exhblt properties common to all vocal tracts.

These propeniee exist only at the highly abstract-theoretic level of human understanding. One can

look upon the speaker-normalisation procedures employed by pattern matching as an attempt to

express this abstraction. However, the expression of abstract-theoretic ccnceptuatisatlons in such

terms present: wnslderabte riifiouity and may be impossible [9]. The refutation approach

described alarm takes the chem-theoretic conceptualisalion as its starting point. Therefore. it is

possu- to main use of any testable physical themes. relevant to the problem. in order to

construct the complete theory postulated.

in the refutation approach we are not proposing it. simplistic reversal ottedtnlque. We are not

making the suggestion that instead of looking tor positive. corroborative. instances ot a

Mariette of a phenomenon. we should look for negative. refuting. Instances. To do so would lead

memorably bad: to a description oi phenomena in terms of manureth Rather. what the refutation
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approach does. is to use the principles oi the theory of a phenomenon to derive tests which In the
case of examining an actual instance at that phenomenon occurring In the environment. gradually
enables us to build up a picture at the characteristics of this singular Instance. That description will
be producedWm. That Is. the refutation approach enables us to perion-n
a constructive analysis oi the phenomenon In question. A very slrnple example or this was given
above in the case of the third spectrogram. where through the assumption oi the regularity of the
volclng pulse. it became posslble to ignore the Irrelevant and predict that which was not directly
observable.

It Is Interesting to compare pattern matching and the refutation approaches irorn the standpoint oi
what may be learnt by their pursuit. The refutation approach is dedicated to the determination oi the
universal charederlstics underlying the behaviour of given phenomena. Every tlrne that a
recognition iatlure occurs. the theory or the test procedures need to be reicrrnulated. Assuming that
our lnventlveness does not fall short of the ink. this means that In principle. one should be edging
ever closer to the inrlh. In pattern matching that which may be learnt Is constrained to being the
parameter set and dkcrlmlneiion criteria appropriate to a given set of target pattern dasses. Any
substitution oi a member or that set or addition to to that set may require a dliierent parameter set
to be employed. Since one cannot enumerate all the combinations of target classes that are possible.
one can never arrive at a parameter set and set of discrimination criteria which one may be certain
will work In all cases. The problem oi certainty ls common to both approaches. The crucial
difference is that under the reiutatlon approach the drcumstances under which the recognition
algorithm will provide a particular result Is given by the the tests employed. Under pattern
matching however. there seem to be no grounds for predicting that subset of the environmental
phenomena for which a given parameter set and set of discrimination criteria will produce a given
result. short oi referring to those combinations which have already been tried.

It Is Interesting to note that a theoretical difficulty exists with respect to the evaluation of ASFI
system based on pattern maturing. The reason Is that generally one Is not comparing like with like. A
system which works better that another on one vocabulary. might work worse than the other tor a
ditterent vocabulary or speaker. The root at this problem lies precisely with the lack of
universality inherent to pattern matching. In the case at the refutation approach. because any
system based on this approach will be laying claim to the universality of its theories. the contrary
ls true. The system may be tested ior any speaker under any acoustic conditions. Where systems only
have one or two recognition phenomena In common. then the comparison of periorrnence can be
constrained tolusi these phenomena. Failure ls instant and evaluation Is a function oi the generality
of the test criteria. Thus. In principle. anyone can test both the underlying theories and the
pertormance oi the system according to any tests that he may care to devise. These critidsms would
then need to be answered by the iorrnuiation oi better theories or more extensive test criteria.

DISCUSSION: SOME ISSUES FOR SPEECH RECOGNITION

The approach that we have presented to trying to deal with the problem at what has been called the
primacy oi the abstract [9]. The hypothesis of the primacy of the abstract to that In our discovery
oi the world we do not move tram the partbular to the abstraction. but rather from the abstraalcn
to the particular. We observe things as being similar because they satisfy the criteria of the
unifying abstraction. Dissimilarltles are these respects In which an object or Idea tails to satisfy the
criteria of the abstraction. It is this which makes It possible to speak oi some measurements as being
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Irrelevant. They are Irrelevant because they do not belong to a dimension In what has been called

“pattern space” [a.g. it}. over which the abstraction defines any test alteria or because a

measurement In that dimension ls Inapplicabie to the object or Idea In question. Thus similarity

between objects or Ideas will always be ‘In some respect‘. and objects whidt are not comparable In

one respect might be identical In another respect depending on the abstraction.

Ii we consider just one dimension oi measurement. than measurements which lie outside the

boundaries defined by an abstraction over that dimension can be said to be relatively closer or

tunher from tttose boundaries. Thus. for any object or Idea not belonging to the abstraction but

which may be measured In one oi the relevant dimensions. one can state how close It Is to the

boundary conditions. One may see lrnmediately that questions oi similarity can be asked In two

distinct ways. First is that at Biting whether two objects or ideas fall within the criteria oi

acceptability at a given abstraction. I.e. that they are similar in the given respect. Second is that ol

asking at a given object. the extent by which it has tailed to satisly the criteria at acceptability

defined In a designated dimension. _

It we are Interested in determining the nature oi an abstraction. tor example. the general laws

describing the behaviour oi a given phenomenon. then we need first to detennlne at least one of the

dimensions relevant to that abstraction. GNen that we have correctly Identified such a dimension.

the next objective has to be that at determining the constraints imposed by that abstraction on the

dass membership criteria In that dimension. To do this we will need to guess at specific values and

we will be Interested In finding how isr each successive approximation Is Irom the class

membership boundary conditions. What we shall want to do Is to stay Just outside at those boundary

condhions whilst at the same time edging ever closer to them. We can determine whenever our

approximations are on the wrong side by the last that this results in the elimination ot a valid

member oi the class. Given a seemingly satisiactory approximation one may then try to determine

the identity oi the next dimension. It is the demonstration oi this process which termed the purpose

oi our example.

Alternatively. one may lust be Interested in discriminating between some finite set oi classes. Here

the problem is first tofind adimension common to them all and secondly try and discover whether

the classes diiler trorn each other in that dimension with respad to their abstractions. For those that

do. a simple discriminant value would suifica to define the measurements necessary to accomplish a

partition over the set at classes. Imponant to notice Is that the question oi the proximity at that

value to the actual boundary conditions Is Immaterial so long as It lies between the boundary

conditions oi the dasses to be panitloned (ea. diagram 2).

Consider the use at objects which are members at these classes as a means at determining the

discriminant value. For any two classes A. a. say. their boundary conditions need not be equal with

respect to the degree at constraint that they place on the class members. It may also be the case that

the range at the boundary conditions at any two or more classes overlap as shown In the diagram.
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Y unlumrn

  X - A Indicates measurement at object X or class A
2 - B Indicates measurement of object Z oi class B
Y unknown Indicates measurement oi object Y
result gives distance D' < D" therefore Y ls Incorrectly assigned to does A

 

  
  

    

         

  

   

    

   

  

Merer by baking at the diagram one can see that tests at proximity to the values at the class
exemplars will not guarantee a successful partitioning of the classes In that dimension. It follows
that simple tests at distance in Ignorance oi the actual boundaries oi the class definition criteria.
must In general be considered unlikely to succeed in their purpose. A rational approach to attaining a
successful discrlrnlnatlcn would seem to Indicate a need to determine those values between which lie
the definition criteria of each class and that would seem to necessitate the iormatlon and testing oi
universal theories. If our arguments are correct. then traditional approaches to the problem at
speech recognition are theoretically unlikely to succeed in delivering refleble results. The approach
which we have described In this paper. represents an attempt to find aviable altematlve.
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Introduction

  There can be no doubt that the success of text-to-speech synthesis systems and latterly the
improvements in automatic speech recognition systems owe much to the bringing in of information
from linguistics and phonetics. But it seems that a mistake has been made in what has been
brought in. This is particularly true in synthetic speech where the ideas have had longer to
become entrenched. The speech the latest devices produce is just not good enough. The failure
has little to do with the design of the actual synthesizer. Whatever faults synthesiser hardware
may have they are patently not the limiting factor. So in speech synthesis by rule it is easy to
reach the conclusion: it must be the rules. It is not - at least not in the sense that if we
devote more effort to refining the rules all will come right. What is wrong is that the
whole system (i use the word in the singular since all the leading systems - JSRU and its
derivative BTalk. MlTalk and its derivatives DECtalk and Prose-2000 - are all similar in type)
has been ill-conceived. The fault lies as much with the linguists as it does with the engineers.
The same is true of automatic speech recognition systems which employ grammars in a top-down
effort to disambiguate the output of low-level bottom-up analysers.

Lingulstlcs

  Linguistics is the science which deals with grammars. The theory is exemplified in models which
have an exhaustive formal structure which is utterly explicit [I]. In no sense can the argument

' that linguistics is informal or inexplicit be sustained. The metatheory is equally clear.
linguists know what they are doing and why they are doing it. Like any developing science
linguistics has known its infighting. but the general principles and goals remain constant and,
from our point of view. the main points are established and unarguable.

The theory of linguistics is descriptive and has explanatory aims. It describes the knowledge a
person has of his language [21. It is this which enables him to encode his thoughts for
transmission to another person and to decode the thoughts transmitted to him by another person.
The carrier which concerns us is sound. though of course there are others. in addition and in
common with other branches of cognitive science linguistics seeks through its explanatory power
to throw light on the structure and workings of the mind. This latter goal does not for the
moment concern us here.

What has been misunderstood in bringing linguistics to bear on speech synthesis and automatic
speech recognition research is just what it is that linguistics describes. lt characterises the
knowledge base human beings have which they access for the purposes of the encoding and ‘
decoding procedure. Linguistics has something to say about the structure of the knowledge base i
and the system constraints placed on it. But in general it has nothing to say about accessing
procedures or the encoding and decoding algorithms. Although the knowledge base description may
contain rules which delete, add or transform elements they are in no sense intended to be
interpreted as elements in some specific encoding or decoding algorithm. It is only in the
theoretical seine that the entire knowledge base describes the potential of the entire language.
but it is strictly not true that some part of the knowledge base constitutes an algorithm. What
a part of the knowledge base might constitute is a description of those rules which might be
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accessed by some un-prescribed algorithm for the purposes of some encoding or decoding procedure
to link a particular concept with a particular soundwave. This is the source of the error
researchers in speech synthesis and automatic speech recognition. engineers and linguists alike.
have made.

Fig.1 concept concepl'
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Figure l illustrates the general model in linguistics. The Overall knowledge base is subdivided
into different components. There are formal and substantive reasons for the subdivision which
need not concern us here. Let us simply refer to these components as the semantic/syntactic, the
phonological and the phonetic knowledge bases. The vertical line linking the components
indicates that particqu knowledge bases are logically prior to others: they are not temporally
prior or procedurally prior since linguistics has nothing to say about timing or procedural
activityt The dashed lines are not part of linguistic description. They indicate potential
procedural and accessing flow in some system outside the domain of linguistics. and are there to
show a relationship between the knowledge bases other than the logical one dealt with by
linguistics.

The semantic/syntactic and phonological knowledge bases each contain
(a) lists of the primitives associated with their particular level in the grammar. and

(it) sets of rules constraining the co—occurrence of these primitives.

So at the phonological level [3] the knowledge base contains information on

(i) the set of phonological features in use in the language and the rules constraining
their combination in the formation of phonemic segments in the language;

(ii) the set of phonemic segments actually available in the language and the rules
constraining their sequencing in the formation of words;

(iii) rules characterising transformations of the phonemic segments in particular contexts with
other phonemic segments; -
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(iv) a prosodic sub-section comprising primitives and rules for the assignment of
prosodic contours to words and word groupings.

Together these primitives and constraints ultimately characterise the extrinsic allophonic
patterning used to encode all sentences in the language. It is important to note that it is all
sentences. not a particular sentence.

At the phonetic level things are slightly different. Until recently it was believed that there
was little in phonetics of interest to linguistics. since apart from a logical entry point
accessed by strings of extrinsic allophones the entire component was dominated by constraints of
rnyodynamicsI aerodynamics and acoustics. While this was believed to be the case the level was
outside the domain of linguistics. since linguistics is a cognitive science and such physical
phenomena were anything but cognitive. But we are now coming to believe [4] that although there
are many physical constraints on the production of speech sounds it is nevertheless the case that
these constraints can be systematically inhibited or enhanced, and indeed are fine tuned under
cognitive control for linguistic purposes. The ability to manipulate physical constraints under
cognitive control is extremely important to us when we come to consider variability in speech. If
cognitive control of physical constraints is possible it must be the case that the nature of
those physical constraints must be known to the system. Hence the need for a phonetic knowledge
base ennumerating those constraints as part of general linguistic knowledge.

it seemed necessary to go into some detail about what linguistics can tell us and what it does
not. To rept: linguistics is a descriptive characterisation of the knowledge a human being has
to enable him to encode and decode speech. it says nothing about the acts of encoding or
decoding. In speech synthesis and automatic speech recognition on the contrary the focus of
attention is precisely on encoding and decoding. Synthesis and recognition are not
equivalent to descriptive models: they are simulations.

Descrlptlon and simulation

fl|.1

human
speech

production

description ‘
A

observer

8322's? deschiption
production

 
Descriptions and simulations are very different objects and it is important not to confuse the
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two. Fig.2 illustrates their relationship. An object. human speech production. is observed by
the scientist who produces a description of it. This is description A in the diagram. and is
equivalent to the description provided by linguistics together with a characterisation of the
general algorithm and procedures for accessing the knowledge bases. A second object. simulated
speech production. is also observed by the scientist. He produces dcription B of the simulated
speech. The more like human speech production the simulation becomes so description B approaches
description A. Our criterion of success in simulations is the degree of difference between
descriptiom A and B. The point of this diagram is to indicate that description A of the human
speech cannot be substituted for thesimulation. That is. the description of human speech is not
and cannot become a simulation. A simulation is a different type of object from a description.
the latter being a transformation of an observed object.

This is not to say that descriptions of real objects are not useful to the builder of
simulations. Caution is necessary to understand the enact nature and purpose of the description
and certainly it must not be assumed that the two can be substituted.

To return to the idea that researchers in speech synthesis and automatic speech recognition are
in error about their assumptions as the nature of linguistics. l have now described two
mistakes. The first is the assumption that the linguist's descriptive knowledge bases are
-Ilgorithms for speech production or perception. and the second is the confusion between
descriptive modelling and building simulations.

Both synthesis recognition systems profit from incorporating linguistic knowledge. But once
again caution is necessary. In the work of so many researchers linguistic knowledge seems to
mean the knowledge linguisls have. it rarely means what it ought to mean: the knowledge '
base described by linguistics. But supposing we understand correctly what is meant by linguistic
knowledge. how shall we incorporate it?

Fig.3

rules incorporated
within a
linear scanning
process

 
Fig.3 diagrams the phonological level of any of the current leading speech synthesis systems. A
string from some higher level is input to a process. This process consists of a scan. often
linear and therefore unprincipled. of a large set of rules taken directly from linguistics. Each
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rule describes a transformation which must be applied to a particular phoneme in the input string
if contextual conditions are satisfied. So for example. the string XaY becomes
XbY: a becomes b if in the input string it occurs with a left context X
and a right context V. where X and Y can be null or strings of any length. in linguistics
notation we might write a -> b / X - Y. Often in such systems the entire set of rules
has to be scanned for every element in every input string - a seemingly ridiculous procedure.
Apart from such unprincipled and wasteful inelegance the procedure is not based on any sound
theoretical consideration. The theory of human speech production would suggest a procedure
accessing in a principled fashion a knowledge base of suitable rules. where the focus was on the
method of access rather than on the knowledge base. i am not just playing with alternative
layouts: the two approaches are not equivalent.

  

     
    
  

 

    
 

     

 

I shall not go into theoretical reasons for this assertion. But here is an example which makes
the point. There are rules in the phonology and phonetics which describe the varying amounts of
precision required in the articulation of speech sounds [S]. in the linguistic description these
rules are labelled optional. Assume they are placed within the speech synthesis algorithm.
Selection is made by scan of the rules for the item and its context so all contradictory rules
are selected. The inclusion of a meta-rule to the effect that in the case of optional rules only
one may apply blocks all of the rules but one. Which? is the choice to be random? Even a
cursory examination of human speech reveals that the choice is not random but based on a reasoned
decision.

 

      
    
  
  

 

    

 

Reasoned decision taklng

  Reasoaed decision taking in human beings seems to rely on weighing up evidence or information
from a number of sources. The evidence may constitute facts. which may shift in importance
depending on circumstances. or beliefs. Reasoned decision taking seems to rest on the balance of
probabilities surrounding these facts or beliefs. Use of the balance of probabilities at any one
time is one of the mechanisms by whichcomputation can take place when the evidence supplied
comes from a large number of sources which may be different in type and when the evidence itself
varies with respect to reliability.

  

   
   

  

  

   

      

   

  

it is reasoned decision taking based on evidence which is neither clear cut. nor guaranteed
factual or stable and which relies on an assessment of probabilities which to a large extent
distinguishes human behaviour from the usual form of machine behaviour. Simulation of reasoned
decision taking falls within the domain of artificial intelligence. 1 am going to suggest that
there is room in synthesis and recognition system research for experimenting with a general
artificial intelligence approach to some of the seemingly intractable problems we are coming
across. Linguists who engage in simulation modelling rather than descriptive modelling are
working within the area of artificial intelligence rather than pure linguistics.

At Essex University we have been experimenting with devices which can perform reasoned accessing
of the knowledge bases described in linguistics. The knowledge bases are slightly different t
because they are intended for simulation rather than descriptive purposes. The kind of device
which springs immediately to mind is the so-called expert system. Expert systems are designed to
acquire evidence from their surroundings. to conduct a reasoning process and reach some
conclusion by the selection of a particular goal from a number of given goals. Such a system for
use at the phonological level in speech synthesis has been developed in our laboratory by
Katherine Morton (6].

The goals of such adevice may be a set of linked optional rules in the knowledge base. The task
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is to select by reuoning not the correct rule to apply in the circurrtstanc. but the
appropriate rule. We are simulating an area of human behaviour where correctness is not
the right term. By definition it could easily be the case that all the rules are correct (or
they would not be in the knowledge base). but they are not equally appropriate on any one
occasion. Each rule has migned to it within the knowledge base an a priori probability
weighting. That is. just asthe knowledge base itself describes the native speaker‘s knowledge
of the entire language and all utterances in that language. so these weightings indicate the
probability of occurrence of each rule inthe entire language. The reasoning device. or expert
system. interrogates a number of sources of information. What sort of mood does the speaker (in
this case the device determining what the system is to say) wish to convey? Does it believe the
listener to be naive in respect of the subject matter of the conversation? Does it believe the
ambient noise or other factors in the environment merit special attention to precision in the
utterance? Are there any reasons to suppose the listener will have any special difficulties in
understanding the proposed utterance?

Other interrogation is made to sources of information within the synthesis system. Are there any
special semantic considerations to be applied? Are the phonological units in the utterance,
either separately or in combination. high or low in redundancy? Are there likely to be any
special difficulties encountered by the lower-level phonetic component when attempting to execute
the projected utterance? And so on.

Before it is answered each question has a predetermined effect on the a priori
probabilities assigned to the options to be chosen among. Some of the questions will have only a
binary possibility for their associated answers. Some questions will have a factual answer
falling within a given rangeof possibility. Other questions will have answers informing of a
degree of possibilitiy or probability. All the answers are computed with respect to their
influence on the a priori probability weightings assigned within the knowledge base to
the range of options. Finally one option will emerge with a resultant probability weighting
greater than the others: and that is the one chosen as the most appropriate.
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This is the principle behind our simulation of reasoned decision taking in speech synthesis.
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Fig.4 illustrates simply what is going on. At the top of the figure there is the input device.
It is here that a decision is taken as to what concepts are to be encoded as speech. An example
of such a device would exist in an interactive database inquiry system such as the Alvey
sponsored VODIS project. At the phonological level the expert system. as this level‘s reasoning
device. accepts an input from the main concept-to-speech encoding algorithm. The task of the
expert system is to transform this input depending on information accessed from the associated
phonological knowledge base. That accessing is reasoned. as is selection from the knowledge
base. The dashed links from the expert system indicate consultation or interrogation paths used
in deciding what fromother associated knowledge bases is relevant or appropriate for the job of
transforming the main input to the main output.

  

     

  

    

    
   

      

   

   

        

   

  
  
  

     

   

There is one aspect of the system which has not yet been mentioned. Human beings as young
children acquire the contents of their linguistic knowledge bases. in linguistic theory this is
described as being accomplished by an iterative process performed by a language acquisition
device producing successive grammars which progressively approach the mature grammar. Human
beings as adults continually adjust their knowledge bases and indeed their strategies for
decision taking. In other words they continually learn. The simulation must therefore have
learning capability. Bridle [7] has discussed learning machines from the viewpoint of credible
modelling of the mechanisms involved in learning. We are concerned with the functional
counterpart of such mechanisms. So. although Bridle's machines are of a somewhat different type
from what is discused in this paper. we would be concerned with how the various weighting
factors appearing in his model are arrived at in a principled way. and with the exact functional
nature of the nodes or even labelling of nodes within the network.

'Our proposed system is rather ambitioust a total one. We see no distinction between knowledge
bases for speech synthesis or automatic speech recognition. nor any need for different types of
mechanism to access them. The main synthesis and recognition algorithms may well be different.
but we believe that better synthesis and recognition will emerge if. as in the human system. they
are modelled as different modalities of the same overall device. Such a dual-mode device has
many more possibilities internally for continuous updating of the weighting functions I have ‘
referred to above. So. for example. the device might ask itself: Was it the case that the
utterance as I produced it evoked in the listener the desired or expected reaction? If the
answer to this question is no. then some adjustment can be made automatically to some aspect of
the decision taking processes within the device. In other words the system needs to have the
ineans of detecting its own errors and in addition the means to repair the sources of those
errors. In the field of artificial intelligence this kind of strategy is an aspect of what is' .
known as knowledge engineering. That is. the acquisition and structuring of knowledge bases: in 1
this case conducted automatically on a continuous basis.

Conclusion

This paper has discussed the nature of linguistic models and what they have to offer research in
speech synthesis and automatic speech recognition. Linguistics provides a descriptive
characterisation of the human knowledge base to support the encoding/decoding process of relating
concepts with speech sounds. while saying nothing about the actual procedures involved. Speech
synthesis and automatic speech recognition systems are simulations. not descriptions. focussing
on the encoding and decoding algorithm. The direct substitution of sets of rules characterising ‘
a knowledge base for procedures is a mistake. as is the substitution of a description for a
simulation. At the present time accessing of the knowledge bases in our simulations of speech 1
production and perception is unreasoned and naive. l have described an experimental method for
reasoned access to the knowledge bases which is proving fruitful in producing a more natural and
variable synthesised speech than currently available systems.
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1. lN'l‘RODL‘C’l‘IlZ).\'.

  A standard phonemic pronunciation dictionary such as Cimson's [1] will
normally only include one phonemic entry for each lexical item. For the purposes of
implementation in a feature-based, automatic speech recognition system], this is
clearly inadequate since a given lexical item will often have many different possible
pronunciations depending on factors such as tempo and context, as shown in Figure l:

a

FIGURE 1: phonemicisations of the progressive modifications with increasing tempo
to audience, African and annual.

     
     
      
    
    
     

    

   

     

   

  
 

audience Afriran unnunl

Citation Form: loo d i (q) n s/ In fr i k @ n/ /u n y uuu l/ Slnw' “rel-u] producuon

Ioodytiigns/ lafriknl lunyul/

loojh@nsl Iafr@knl lunymjl/

loojhnsl lull-kn] _ lunyl/

/u l' r k nu! rust production

“E

Using a Phonemic Rule Interpreter (described in [2]) encoded in lNTERLISP-D on a
Xerox 1108, the task has been to write a set of rules which derives automatically some
of the fast speech forms of the lexical items in a 4.000 word lexicon implemented in a
feature-based. connected speech recogniser. As in Figure l. the rules should derive fast
speech forms which are representative of the progressive modifications to lexical items
with increasing tempo.

Initially. each lexical item has a single. phonemic entry. known as the citation
form, and whenever a rule of fast speech applies. a reduced form is generated. In this
paper, the criteria which were used in setting up citation forms and some of the rules
which derive reduced forms from citation forms are discussed.
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2. CITATION FORMS

In general. a citation form represents a slow and careful pronunciation of a
given lexical item in isolation. Since 'careful pronunciation' is difficult to define.
particularly across different speakers. two phonetic criteria were adhered to in
setting up citation forms. First. a condition which applies to all rules that link citation
and reduced forms is that such rules must be phonetically motivated. Actually, for
example. has at least the following two possible pronunciations:

(2) laktyuli/

(3) lakchulil.

But (2) would be chosen as the citation form since the derivation of /ch/ from /t y/ is
phonetically motivated: It! is an alveolar stop. /y/ a palatal glide and /chl. a
pelato-alveolar affricate. is the synthesis of the two. Second, apart from the ‘linking /r/
rule' in some realisations in RP. (Received Pronunciation) of the utterance the idea is
as:

(4) ldhiiaidirifl

fast speech rules do not insert phonemic segments. Insertion rules were therefore
prohibited in the current rule set and this partly determined the choice of citation
form. In the two possible productions of anxious in (5) and (6) for example, (5) would
have to be chosen as the citation form and (6) would be a reduced form derived from (5)
by rule:

(5) Iangksh@sl

(6) langsh@s/

The examples discussed above show that the citation forms may represent
productions which are in [act infrequently produced. or. at least. less frequently
produced than some of their reduced forms. In the two phonemicisations ofaclually in
(2) and (3), /a k ty u l i/ will probably occur less frequently than the reduced form /a k
ch u l i/. For all citation forms, the condition was imposed that. although there was no
restriction on their frequency of occurrence. they had to represent pussrbie
productions. Such a condition is a limit on the degree of 'ahstraction' of citation forms
and would exclude the underlying formIr i x t/ Chomsky & Halle [3] propose for right
(since no R.P. speaker would ever produce this word as Ir i x t/. where the /x1 is n
voiceless velar fricative).

The inclusion of word boundaries (symbol #). syllable boundaries. primary
stress and secondary stress in citation forms is necessary for the automatic derivation
of reduced forms by rule. The rule which reduces /i/ in unstressed syllables to /@I will
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apply in all environments unless /i/ occurs word finally: such a reduction rule must
derive reduced form (8) from (7) but not (10) from (9):

(7) /p re b l i ml (problem) citation form

reduced form(8) lprobl@m/

(9) [Si ti/ (city)

(10) lsi t@l

citaton form

illegal reduced form I

A word-initial boundary symbol is required because the deletion of schwa before
sonorants is more likely to occur when the schwa is word-medial. For example. schwa
deletion is allowed to apply to (11) to derive (12):

(11) /#d e t @ n ei sh @ n#/ (detonation) = citation form

(12) /#d'e t n ei sh n#/

but, for the some tempo and degree of 'formnlity'. should be prevented from applying
on the citation forms (13) and (l4):

(l3) l#d @ n au n s#/ > (denounce) = citation form

()4) /#t @ n ei sh @ s#/ (tenacious) citation form

The inclusion of syllable boundaries is necessary to explain the tendency in fast speech
for syllable final It! to glottalise. and possibly to delete, in (15) and (16):

(15) lat.lan.tikl

(16) lat.m@s.fi@/

(Atlantic) = citation form

(atmosphere) = citation form

(the dot denotes a syllable boundary)

However. syllable initial It] will never delete in (17) to derive the reduced form (18):
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(17) /@ . t r a k U (attract) = citation form

(18) /a.rakt/

Syllable boundaries are assigned on the basis of the 'maximum onset principle' [4]. In

any V1CnV2 sequence. where Cn stands for any number of consonants. Cn will be

syllabified by V2, provided that Can is a phonutautically legal sequence for that

language, It'Cnvz is illegal. C1 is syllabified with V} and the sequence C2C3...Cn is

considered as a candidate for syllabification with V2.and so on. This algorithm results

in a syllabification ofcunxtrain as:

(19) lk@n.strein/

The inclusion of primary stress in citation l'orm entries (symbol '*') is necessary

to prevent a rule which reduces la/ to /@I from applying on (20) to derive (21):

(20) /‘a.t@ml (atom)

(21) l"@.t@ml

citation form

illegal reduced form

but to enable simultaneously la! in the first syllable of(22) to be reduced to Kid, thus

deriving (23):

(22) lat. ‘lan .tikl (Atlantic)

(23) /@t.‘lan.tik/

citation l‘orm

i.e such arule must reduce lal to [@I only when /al appears in unstressed syllables.

Secondary stress has been included for the same reason. If only primary stress were

marked. the la! reduction rule discussed above would apply to citation form (24) to

derive the improbable reduced form (25):

(24) la.lyu.‘mi.ni.@mllatuminium) = citation form

(25) /@.iyu.‘mi.ni. mm!
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The rule can be blocked in this case by marking the first syllable of the citamn form
for secondary stress. Both primary and secondary stress symbols, then. act as a filter to
block reduction rules. In general, content words. but not function words. always
include a syllable that is marked for primary. and optionally. secondary stress. Since
the citation forms of function words are usually not marked for stress. is is possible to
derive many appropriate reduced forms from their citation forms while simultaneously
blocking the derivation ofillegal reduced forms from citation forms ol'content words. In
the function word hailn 3. for example. four rules of schwa deletion, coronal stop
deletion. (hf deletion in unstressed syllables and fa: reduction in unstressed syllables
derive 15 reduced forms:

(26) lha d@nt/ (hadn't)
la d@ntJ

citation form

but the reduction of/a/ to /@/ in (20) and (24) is blocked. as described above.

3. REDUCTION RULES.

In writing reducton rules. it is necessary to set a limit on the degree to which
citation forms are reduced. For example. in maximally fast speech. (27) has been
reported [5] as a possible reduction of San-Fransisco:

(27) Isamfsiskou/

It would be possible to write rules to generate such a reduced form from citation form
(28); but an assumption has been made that a user of the connected speech recogniser
is unlikely to produce speech with a tempo which would reduce the citation form to this

extentz. On the other hand. since it is quite likely that such a user might produce the
reduced form (29) at moderate to fast tempos:

(28) Is a n fra n sis k ou/ (San-Fransisco) — citation form
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(29) lsarnfrnsiskou/

a rule that assimilates In/ to /m/ before /f/, a rule that reduces /i/ to /@/ in unstressed
syllables and schwa deletion before sonorant consonants have beenincluded in the
current rule set for generating reduced forms.

The reduction rules which map citation forms onto the possible reduced forms
can be classified into three different types: rules of alternation. delelmn and
word-internal assimilation: the latter can be further subdivided into anliupamry and
regressive assimilation. The application of rules of alternation modifies the phonemic
composition of a given lexical item but doesnot delete segments. Alternation rules
relate. for example, lil. [W and /y/ in the three possible pronunciations of associated in
(30) and Iu@/, luul. lul. 100/ in four possible pronunciations ofcuriaus in (31):

(30) I@ sou 5 ii ei t i dl (associated) 2 citation form
/@sousieitidl
/@sousyeitid/

(31) /kyu@ri@s/ (curious)
/kyuuri@sl
/kyuri@s/
Ikyoori@sl

citation form

Deletion rules, which delete one segment at n time. are only allowed to apply to {@l in
the case of vowels; therefore. the derivaton of the reduced form in (34) requires the
prior existence ofthe reduced form (33) from citation form (32):

(32) ls l l i n d @/ (cylinder) " citation form

(33) /si|@nd@/

(34) Isilnd@/

(32) ~ (34) embody a hierarchy from most careful pronunciation in (32) w the
pronunciation produced at the fastest tempo in (34) as shown in Figure 1 above.

An example of word-internal anticipatory assimilation is the rule which relates
the citation form (35) to the reduced form (36):

(35) /k ri s t m @ a/ (Christmas) = citation form
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(36) Ikrispm@sl

An example ofa rule of regressive assimilation is the assimilation ofan alveolar nasal
to a bilabial nasal when preceded by a labiodental fricative. This rule derives (38)
from (37):

(37) /se v n/ (seven)

(38) /se v m/

The derivation of the maximum number of reduced forms from a given set of
rules requires that the rules be ordered such that alternation rules precede deletion
rules which precede assimilation rules. For example. the alternation rule relating
citation form (39) to the reduced form (40): »

(39) /k r i 5 ti @ 11/ (Christian) = citation form

(40) /krist‘y@n/

(41) /k r i s t y n/

must apply before schwa-deletion which derives (41) from (40). This is because the
schwa deletion rule is only allowed to apply if a consonant precedes the schwa
(otherwise the impermissible form Ii t a l i a] would be derived from /i t a l i @ 11/
(Italian). for example).

Assimilation rules must be ordererd after deletion rules; otherwise the rule of
regressive assimilation that assimilates In/ to /m/ in the context of a preceding
labiodental could not apply to derive (44) (the derivation of (45) would also be blocked
in this case since (45) is derived by a rule ol'anticipatory assimilation from (44)):

(42) lg uh v @ n/ (govern) = citation form

(43) /g uh v n/

(44) /g uh v m/

(45) lg uh b ml

Instead, schwa-deletion must first apply to (42) to derive (43): (43) then provides a
context for the application ofthe regressive assimilation rule discussed above.
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4. CONCLUSIONS.

The reduced forms described in this paper were generated from juSt over 30
complex rules'thnt embodied nppruvimntcl 4:3“ single rules through the use of
optionality and conjunctivity as described in [2]. The application of these rules resulted
in the generation of 5300 reduced forms from the 4000 word citation form lexicon (i.e.
the resulting lexicon consisted of 9300 citation and reduced forms): Currently, all
citation and reduced forms are precompiled in a tree-structured lexicon in the
connected speech recogniser. An alternative to precompilation is to include only
citation forms in the tree-structured lexicon and to apply the reduction rules described
in this paper in reverse on an incoming phoneme lattice prior to lexical access.Work is
currently in progress to test the efficiency of this alternative implementation.
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6. NOTES.

1

below:
The Machine Readable Phonemic Alphabet for RF. use4d in this pnpel‘ is shown

    
     
   

 

   Phoneme Phonemes l’hnne mes
(Vowels) - (Diphthongs) (Consonantsl

     
     

       

           

            
    

    

     

 

    

      

 

     
    

      
     

   
     

     

 

  

lil lei/ day [pl pea
lii/ bind lou/ g6— /b/ Eee
/e/ be? lau/ c6w IU Tea
/8/ bad lail 25? Id] Hye
Iaal bard loi/ (Hy Ik/ Eey
luh/ (Ia—d /i@/ be_er lg] Elly
/@@/ bH-d /e@/ b3?! lm/ 7m:
/@I (It; /u@/ to? In/ ' rTame
lol po't — lng/ Eng
1001 p5rt ' "7 fan
lu/ pm /V/ Ban
quI (Eat lth/ Fhin

‘ ' /dhl men
Isl fen
I71 Eon
.‘sh/ ihe,
Izh/ [Eige
Ich/ their
Ijh/ Edge
lhl hat
lw/ Bay
ly/ _v_e:I
Ill ray
lr/ icy

2 Currently the subject of empirical investigation.
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