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INTRODUCTION

Qver the last few years conaiderable interest has been shown {n adaptive
transform coding (ATC) as a wmethod of coding speech signals at medium
bit-rates, (1,2), Fig. 'l shows a general adaptive tranaferm coder. The input
speech signal is split into time segments, or frames, typlcally of 16-32 na
duration. The mean power of the signal in each frame is measured and uged to
normalise each frame to unity variance. The frame of data is them tranaformed
to the frequency domain in an attempt to orthogonalise the data. The transform
coefficlents are quantised and transmitted to the receiver, the number of bits
used for each coefficient being varied from frame to frame. The allocation of
bits 18 controlled by a simplified descriprion of each frame which, aloag with
the overall gain, is transmitted as "aide information™. The receiver, Fig. lb,
ugses the side {nformation te lntevpret the coefficient data bits. The de-coded
coefficients are then inverse ctransformed and de-normalised to reconstruct Cthe
time signal.

Various ATC algorithms have been suggested and implemented, differing mainly in
the cholce of side information system. Our work was begun as an inveatigation
into ATC, from which it was hoped to be able to make good cholces for the side
information system, based on quality for a gilven data rate, but trying to
restrict complexity so that a hardware implementation would be possible in the
near future. All simulacions were made uding non real-time Fortran programs
running on a PDP 11/40 minlcomputer, using an FPS AP-120B array processor for
the computationally expensive operations.

PROBLEMS WITH ATC AT LOW RATES ’
Ar rates above about 16 kb/s a simple ATC scheme as described in (1) gilves good
quality output, A8 the bit-rate 18 reduced so the coefficient quantisers and
the side information coder become starved of bits, leading to the following
observable effecta.

a) The shortage of bits in the coefficient quancisers leads to zero bita being
allocated to lower energy spectral reglons. During voiced speech these regions
tend to be located at higher frequencles, causing the coded signal to become
deficient 1in high frequency energy. During uaveiced sounds the effect is of
course reversed. However the volced porcions dominate, giving a muffled
quality to the speech. output, We choose to call this particular distortion
"zero-bit effect”.

b) The output speech coatalns rapldly varying tone=like distortions or
"burbling" mnoises, thought to be caused by Intermittent allocation of bits to
lgolated coefficients or groups of coefficients., At low bit-rates the effect
ie wmore notlceable because the coded speech spectrum becomes quite broken up
and the ear is able to perceive the intermittent tones as separate from the
coded speech signal (especially tomes lsolated by a eritical band or more).

¢} Frame boundary miss-match effects are worse due to there being more error
in each frame.
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d) The reduction of bits available to the side information scheme means that
the bite for the coefficient quantisers are not well allocated, worsenlng to
varying degrees the effacts a), b} and c).

DETAILS OF ATC IMPLEMENTATION
To minimise some of the problems of low bit-rate ATC, we tried to take account
of important aspects of speech production and perceptiomn.

The Transform
The transform we use is the discrete cosine cranaform (DCT) which can be
defined nas the real part of the DFT of an even extension {folding) of the time
signal. Various reasons have been given for using a DCT ranging from purely
theoretical arguments (1} to more practical considerations such as boundary
effects (2). However the DCT does partially obscure the harmonlc properties of
the volced speech spectrum due to the inherent folding.

The Side-Infcrmation

gur side information represents both the envelope structurz and any important
fine setructure present in the DCT coefficlents. We felt it lmportant to have
direct control over the allocation of bits, and thus che distorrion, in each
critical band (3). The envelope side information therefore conasists of a code
repreaenting the power in each of 19 approximate critical bands between 0 and
4 kHz. The envelope shape is coded using a two bit difference coder similar to
that in (4), except that five bits are used to code the overall height of the
spectrum. The eavelope information, including the overall gain uses 46 bits
per frame.

The short time apectrum of voiced speech gounds 18 known to exhibit harmonic
structure. For these aounds it would be reasomable to allocate blts primarily
to the speech harmoaics. Obviously, a more sophisticated aide Iinformation
scheme 1s then needed te send this harmonic detail. We chose to design a
rather general fine structure extractor coding selected coefficlents fromn the
DCT cepstrun (the cosime tranaform of the log of the transform coefficients).
A DCT cepstrum 15 convenlent as it uses building blocks already available ia
the ATC coder. The low order cepstral coefficlents are ignored because they
contaln information already described by the envelope sida information. The
largest positive peak in the lower half of the cepstrum is then coded with two
bits For its value and seven for its index (for a frame of 256 samples). The
largest of the three coefficientcs centred on double the index of this
"fundamental” peak 1s coded with three bits.  When the side information 1is
iacerpreted its index 1s assumed Co be precisely double the “Eundamental”. Of
the remaining coefficlents, the largest two are each coded with eight bits for
index, and three birs for value. The levels for the gquantiser were chosen by
applying the theory of Max (5) to the amplitude distribution of the selected
cepatral coefficients obtained from a few seconds of male and female speech.
The fine structure side Information requires a total of 34 bits per frame.

Bit Allocation in Frequency
The number of bits allocated to each coefficlent i3 calculated from the basls
of rate distortion theory in a similar fashion to that im (1,2,6). If
s{i),{1=1,L} are cthe side jnformatfon estimates of the Llog-base-2 Dot
coefficients, and we allow the resulting noise log-spectrum to be a proportion,

E6.2
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v, of a{1), then the theory gives a bit allocation:
L .
B(4) = B/L + e(l-r)[s(1) - (1/L)F s(1)] (1
1

witere B 18 the total number of bits pet Erame and L 13 the frame length in
samples. The term, ¢, aften assumed to be unity, is in fact a function of s(i)
as pointed out by Berouti and Makhoul (7). We found a ninimum discortion level
corresponded to an average value for ¢ of about 1.3. We achieve different
noige shaping for the envelope and fine structure by separately scaling each by
(i-r), using wvalues for r of 0.1 and -0.25 respectively. This effectively
brings up the noise under the envelope peaks and suppresses the noise on
harmonic peaks. The twoe scaled spectra are combined by addicion, with an
offset calculared for each critical band, to ensure that the new esrimate of
the total power 1n the band {s equal to thar of the envelops eatimate alone.
We also use the noise masking depths given in (8) to derlve an upper limit to
the bir allocation per coefficieat, which 18 differeat ia each eritical band.

Bit Allocation in Time

Hearing research has indicated that the masking of a quiet afgnal by an
adjacent louder signal lasts for a few tena of milliseconds for signala {tones
and noise) in the same critical band (9). Thus a louder. speach signal could
contribute to the masking of quantising noise in an adjacent low Intensity
region. We employ a buffer of about 3 frames length and distribure the total
bits between the framas depending on the power In each Erame in a similar
fashion to that in (6).

Quantising the Transform Coefficlents

Bach DCT coefficient, y(i), is gain normalised and then quantised with a unit
variance quantiser, The normalliaing gain, lf?Ti), is the reciprocal of the
side information estimate of cthe DCT amplitude spectrum. We calculate the
non-linear quantiser levels by applying the theory of Max to the long term
amplitude distribution of y(1}/$(1), obtained Erom mwale and female speech. Ic
is important here to note that thisa distribution is dependent on the quality of
the side information. For a gimple acheme as 1in (1), ic is approximately
gaussian, If the aide information gave a perfect estimate of cthe DCT
coefficient amplitudes, then the discribution would be a palr of delta
functions at +/- 1. The distribution we found is shown in Fig 2. Using levels
calculated from this distribution rather than those From a paussian slightly
improved the coded speech quality,

The Receiver
In the receiver the side-information is used to Interpret the coefficient
bit-stream. The coefficients are then tranaformed by the laverse DCT (IBCT),
and the resultant time signal multiplied by the overall galn, We apply a
trapezoidal window to each frame (such that the sum of two overlapping windows
1s always unity) and then overlap-add before output.

CONCLUSIONS
In our simulations we have attempted to code the maximum available bandwidth of
speech (0-4 kHz bandwidth for 8 kHz sampling}, and have found that ATC can give
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good'quality output at rates of the order of 9.6 kbfe. We believe the
following points ta be important in producing good quality ATC at low tates.

a) & critical band structure (3,8) should be used i1n the gide informatlon
scheme, allowing independeat conttol of distortion 1in reglons that are
perceptually separable.

b) The side information gshould alse be able to model any Important fine
atructure in the transform coefficlents. Hard decisions of periedicity and
voleing should be avoided.

¢} The maximum number of bits available to each coefficient should be limited
to reflect approximately the wvariation with frequency of the noise masking
abilities of che ear (8).

d) Holse shaping is useful in thac it allows a trade—off between zero-bit
effects and burbling noise on the one hand, and overall roughness en the other.

e) The adaptive allocation of bits among succeasive frames may be useful at
very low-rates where there would mnot otherwise be enough bits to code the
louder frames sufficiently well.

£) The levels for all quantisers should be matched to the observed
discribution of the signal to be quantised, using the theery in (5).
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Fig. 1 An Adaptive Transform Coder
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Fig. 2 Comparison of a Gaussian Distribution with the \
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