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1. INTRODUCTION

Despite the recent trend towards large vocabulary speech recognition, many systems make little

or no use of linguistic information when attempting to determine the identity of an utterance from

acoustic data. A reason for the lack of incorporation of such knowledge may be due to the fact

that their computation and representation for unrestricted English (or even for large vocabularies)

is not immediately clear. The construction ofsimple deterministic finite state networks that work

for small vocabulary systems can not be easily extended to work for large vocabularies. At the

word level construction of such networks or equitalent grammar rules has proved to be very complex

(Sharman, 1990) mainly because there are a vast number of “exceptions to every rule“ that have to
be accounted for. At the phoneme level there has been slightly more success (Church, 1987; Lee and
Hon 1989), however, the networks tend to be very dense due to the large variety of pronunciations

that may occur. These facts suggest that computation of rules or networks representing syntactic
or phonotactic information should be computed in an automatic or a semi-automatic fashion.

In general two formulations are used to express linguistic constraints. These are based on the
top two levels of the Chomsky Hierarchy of languages (Chomsky, 1959). The simpler of the two
is to express rules in the regular form, however, regular grammars are generally thought to be too
simple to capture details of natural languages. The second and more powerful method is to use
the context-free formalism. The advantage of context-er grammars lies in their ability to capture
embedded structures within data. Such embedded structures appear explicitly at the Word level
where context-free grammars are often used to mode] task languages (Miller and Levinson 1988;
others). Recently, Church (1987) has shown that the ability to directly model embedding at the

phoneme level may be efl‘ective to such an extent that it can eliminate the need for further linguistic
knowledge at higher levels. Furthermore, an algorithm exists for inferring stochastic context-free
grammars from. a given training text. This algorithm is known as the Inside-Outside Algorithm

(Baker 1979).

In section 2 of this paper a brief description of the Inside-Outside algorithm is presented; for a
more complete discussion the interested reader is referred to Lari and Young (1990). Subsequently,
a technique for incorporating linguistic knowledge into existing speech recognisers is described. Sec-
tion 3 introduces a prediction parsing method which applies phonotactic knowledge during acoustic
processing. Results are then presented for the ARM (Airborne Reconnaissance Mission) task.

2. THE INSIDE-OUTSIDE ALGORITHM

The InsideOutslde algorithm assumes that the source can' be modelled by a SCFG in Chomsky
normal form. The parameters of the grammar rules are therefore stored in matrices A and B with
elements

a[i.j,k] = P(i =9 jk/C),

bli,rn] = P(i =9 m/G).
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representing the probability of binary rules of the form I" —~ jl: (where i, j, and I: are non-terminal
symbols of the grammar) and terminal rules of the form i —> m (where m is a terminal symbol)
applied at anypoint in a derivation. Therefore. the parameters stored in the A matrix represent
the hidden process while the parameters stored in the B matrix represent the observable process.
Since any context-free grammar may be reduced to Chomsky normal form (Chomsky, 1959), these
parameters are sufficient to describe any stochastic context-free language. Therefore, by definition
the following stochastic constraint must be satisfied for all non-terminals t':

Eilka[i,j,k]+ )2," blinn] = 1.

As with the Forward-Backward algorithm (Levinson et «1., 1983), the Inside-Outside algorithm
addresses problems of [mining parameters from sample text and recognition of test sentences given
the grammar. For this we define the inner (e) and the outerU) probabilities to facilitate the analysis
as follows:

em. i) = Peace). ....o(t)/G).
1(5.?.i)= P(5="'0(1).---.0(5- 1).I't0(t+1)t--~y0(T)/G),

which may be evaluated iteratively using equations:

e(s.t.i) = 2;...Eilnli.j.kle(s.r.i)e(r+1.1.1:).

flat“) = E“ 2;: f(r,t,i)¢[jtkvi]c('-S- 1.’=)+ 2;.“ f(8yrtj)aljyi.kle(t+ Wald],

using initial conditions:
e(a, 3.1‘) = b[i,0(s)],

. _ 1, if i=5;
I(1'T‘I)_ {0, otherwise.

respectively. The algorithm proceeds by computing the inner probabilities in a bottom-up fashion
and the outer-probabilities in a top-down fashion.

The probability of an observation sequence 0 being generated by the grammar G is
- P($='>O/G)=e(1,T.S)

that is, the probability of the start symbol generating the whole observation sequence from time 1
to T. This forms the recognition task.

The re-estimation formulae for the A and B parameters may be determined in a similar fashion
to that of the Forward-Backward algorithm. The full derivation is shown by Lari and Young (1990)
and therefore only the formulae are quoted here:

23.. s: 21:22... 12.ali.i.kleq(s.r.i)ev(r+ Lamond):
3.. s, 2.7;. elm-01.0.1.0 '

Hi m] 28:] I}; EIEO(I)=m “(tut-0,704”)
I =WI

23.. s; is. 2.4. «m. 0mm)
where Q is the total number of training sentences and Pa is the probability of generating the q‘“
sentence. The re-estimation formulae for ail-k may be interpreted as the ratio ofthe expected number
of times rule 1‘ —u jk is used in a derivation, divided by the expected number oftimes non-terminal i
is generated. Similarly b.-,.. is the expected number oftimes non-terminal i emits terminal m, divided

&[i,j,k] :-

Proc.I.O.A. Vol 12 Part'to 



 

Proceedings of the institute oi Acoustics

AUTOMATIC GENERATION OF LISGUSTIC CONSTRAINTS

by the number of times non-terminal i is generated during a derivation.

3. LANGUAGE MODELLING AT THE PHONEME LEVEL

3.1 The Prediction-Updating Process

The underlying recognition algorithm used for the work described here is the modified One»
Pass algorithm which generates multiple alternatives (Young. 1954). This along with the set of
trained llMM‘s form the pattern matcher component which automatically fits aset of models .14 =

.'\41¢4M2. t . . ,.M,. to an unknown utterance 0. Let P(.M/O) denote the probability that the words

(phonemes) corresponding to model .M were spoken given that the utterance 0 was observed. The

best sequence of models J4 which describes the data then satisfies the following condition

P(.M/0) = maxM P(.M/O).

The pattern matcher computes the likelihood P(0/.M). which may be used to compute P(,H/0)
through two successive applications of Bayes' Theorem (Duda and HartY 1973):

P(0/M)I’(M)
P(.M/O) 13(0)

The above equation introduces two new terms which help to reveal the second component of the sys-
tem, the Language Model. The quantity P(.\4) represents the probability that the speaker utters the
phoneme sequence represented by the underlying models .M = M1.M7, . . . ..M,.. Therefore P(.M)

provides a certain amount of phonotactic information. Computation of PLM) may be performed in
a variety of ways. either directly from the statistics of the transcription of speech used for training
the llMM's or indirectly from stochastic grammar rules inferred from the same transcription. Both

methods will be discussed in the following sections. Many researchers have assumed P(.M) and P(O)
to be constant. but as will be shown this simplified scenario results in a deterioration in performance.
Language modelling, whether at word level or phoneme level has proved to be useful at little cost
(Jelinek, 1985a; Haiti :1 ul., 1988; Lee and Hon. 1989).

In experiments performed in the following sections the above equation is expressed as follows

_ P(O/.M)P(M)

WW) ‘ >1- Flo/M.)P(M.)' ‘”
the P(,M.)are regarded as prior probabilities. P(0/.H.) as likelihoods and [KM/O) as the poslcrior
probability. Hence, the prior probabilities in a sense represent the process of prrdiclt'on and posterior

probabilities the process of trpduiinyt

The remainder of this section concerns itself with applications of stochastic grammars in de-
termining the prior probabilities in the form of a language model, The algorithms developed for
computing the prior probabilities are described in detail and their oil'ectivcncss is demonstrated for
the ARM task. It will finally be shown that the grammars inferred for the task do exhibit some
phonotactic properties.

3.2 The Prediction-Updating Algorithm

The approach taltcn in this section is to model llIf: language generator as a SCFG in \\l|ll'l|
derivation sequences form a Markov chain, the parameters of which are estimated from a large sample
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of transcribed speech. Since the source is assumed to be a SCFG, the Inside-Outside algorithm is
used to extract context-free rules of phonology.

Assume that a SCPG trained on some transcription ofa speech database is available. Consider
the situation where the pattern matcher has recognised a sequence of phonemes p‘,.,.,p,.. The
task of the language model may be defined as the prediction process involved in identifying the
phoneme pa“. At each time frame where a prediction is required. the algorithm has to compute
prior probabilities PU“) for all modelsY and present the phoneme representing the model with
the largest prior probability, as the predicted symbol. Once the prior probabilities are determined
[the “prediction” process) equation (1) may be used to compute the posterior probabilities (the
“updating” process). Computation of prior probabilities from a SCFG forms the main topic of this
section. Assuming that a non-terminal j spans the phonemes p1,. .. ,pm the idea is to proceed by
locating all rules of the form 1‘ —v jk and then “expanding” the right sister (in this case k) to the
left until a terminal symbol is derived. All expansion probabilities can be evaluated from a set of
linear equations which will be discussed shortly.

Since the prediction problem is concerned with computing the probability of occurrence of
symbols at the next interval 11 + 1, given a non-terminal j spanning the past 7t symbols, it is of
fundamental interest to compute the probability 1” defined as the probability of non—terminal I:
being immediately to the right of non-terminal j in a binary constituent rule, i.e. z —» jk. This
quantity is evaluated by first recalling that

a.“ = P0 — jk/i._G).
Since all predictions are made through a binary constituent rule, define the intermediate quantity

aw, = pu =j,}z= k/P: i,P—. “2.0):
:y Irv

The fiajt‘s may be interpreted as probabilities associated with l-step derivations and therefore the
daughter non-terminalsj and I: are viewed from above. HoweverY during prediction. the process is
regarded from the point of view of the left daughter j. Therefore define the second intermediate
quantity I.“ to be the probability ofnon-terminal k appearing in the R position of the rule P « LR.
given that t' and j are parent and right daughter respectively,

(st = Pm: k/L=j.r= i.P—~ um):

 

Now recalling that the Inside-Outside algorithm computes frequencies of usage of various rules in
parsing the training data, the following probability is easily computable;

I . ._. .. d
a”. = mp: 1,12: k/L =J,P —. LIZ,G)=

Hence by Bayes‘ theorem:

13!: =P(R= k/L = JIPfl LEG)

=21“ = k/P = LL: j,P — LR,G).P(P= i/L =j,P—. LR,G)

= zit”. 2:6”,

The probability lit may be interpreted as the probability of non-terminal Ir being the right sister
of j. Then-fore, if expL(k,m) represents the probability of non-terminal I: leading to terminal m
through a series of “left-derivations”, then
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PTMUMJ = Zt’jr-esz(k.ml.
where pred(j, m) is interpreted as the probability ofobserving terminal symbol in given that j spans
the already observed data. The expansion probabilities expL’s may be computed from a set of linear
equations whose coefficients are the parameters of the SCFG:

csz(t', m) = 21- 2" a;,-g¢sz(j,m) + In,”

where i.j,k are non-terminals and m is a terminal symbol.

So far, the prediction process has been regarded as that of computing the probability of symbol
occurrence given that non—terminal j spans some part of the data already observed. The probability
associated with a non-terminal spanning a portion of the data may easily be computed from the
inner probabilities. Therefore

e(a.n..7')r"'ed(.i."|) = P(j=3p...~-.pmpn+i = m/G).
is the probability ofj spanning p,,.. ..p,. and leading to p...“ = m. This estimate is based on the
past n - s + 1 symbols. It is not obvious how much of the data should be used in the prediction
process, intuition says that all the data must be used, but in practice the recent data contributes
most to the probability. However, limiting the data too severely is unjustified since a non-terminal
can in theory span a large portion of the data string. For the experiments described below, all the
data is considered by summing over all non-terminals at all intervals:

)3. E,- ¢(8. "JipredU, m)
E, E. E,- C(‘v n.j)pred(j. z)’

wherej is a non-terminal symbol, to a terminal symbol, a = 1, . . . , n and Jlrfm represents the model
representing phoneme m. The prior probabilities computed in this fashion may be combined with
the pattern matcher produced likelihoods to compute the posterior scores.

Pm...) =

Since the input speech is analysed on a frame by frame basis, at each frame all possible phonemes
are considered. A minimum phoneme duration of 2 frames (for short bursts and plosives) and a
maximum duration of 30 frames (for vowels) is assumed. At each time frame the space between
the last 30 and the last 2 frames is searched to determine the best phoneme match along with
the optimal boundary. The posterior probability for each phoneme is computed by combining its
likelihood with the previously computed prior probabilities, using (1). However, (1) may not be
used directly because the likelihoods P(0/M) computed by the pattern matcber are very small and
therefore only their logarithms are stored. Hence, (1) may only be evaluated using log arithmetic
(Kingsbury and Rayner, 1971).

3.3 Incorporation of Phonotactic Knowledge

The language modelling task described in the previous section was tested on the ARMdatahase,
which was kindly supplied by MartinRussell of the Speech Research Unit (SRU) at Royal Signals and
Radar Establishment (RSRE). The aim of the ARM project is accurate recognition of continuously
spoken airborne reconnaissance reports using a speech recognition system based on phoneme level
continuous density hidden Markov models. The details ofthe ARM project is described by Russell et
a]. (1990). The database (or at least the parts used in the experiments below) consists 0H5 reports.
36 of which were used for training and 9 for testing purposes. Each report contains 6 to 10 sentences.
which have been phonetically transcribed. The vocabulary size is about 530 words. The SCFG’s
inferred by the Inside-Outside algorithm were allowed to use 9 non-terminals and 45 terminals
including a silence symbol. The grammar was trained on the transcription of the 36 reports used for
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training the HMM’s. However, the transcription could not be used directly because sentences varied
in length up to 120 phonemes with an average of about 60. Since the Inside-Outside algorithm is
cubic in complexity in terms of both the number of non~termiuals and the input string length, a
computational constraint is imposed. Therefore, each sentence of the 36 reports were segmented in
various ways. Grammars were trained based on single transcribed words (in the linguistic sense),
on pairs of transcribed words and triplets of transcribed words. The latter two incorporate some
boundary information. The effects of pie-training is also considered. The results for the above test
are tabulated in table 1.
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Table 1 - Efl’ects of SCFG Language Modelling

Language Model Performance (%)

 

Table 2 - Comparison with other Language Models

Language Model Performance (96)

SCFG (7 non-terminals) 54.8
SCFG (9 non-terminals) 55.2
SCFG (11 non-terminals) 54.6

            

 

   
   

  

Table 3 - Effects of Grammar Size on Performance

The performance is computed as follows:

% Correct: 100 - 76 Deletion — % Substitution - % Insertion.

It is interesting to note that the pre-trained SCFG trained on pairs of transcribed words improves
the baseline performance by 12% whereas language models such as SRG'S (or bigrams) only help
9%. The protrained grammars result in as good a recognition rate as those started from random
initial models, taking 35% less iterations. it appears that word boundary information is useful in the
sense that the SCFG‘s on pairs did slightly better than the SCFG‘s trained on single words, but it is
surprising to observe that the SCFG trained on triplets does worse than those trained on pairs. This
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is assumed to be due to undertraining (and perhaps too much boundary information is not helpful,
in the sense that between-word phonotactics and within-word phonotactics are confused). Finally, to
investigate the effects of grammar size (the number of non-terminals) the data set consisting of pairs
of transcribed words was used to train different size pre-trained grammars. The results obtained '
are shown in table 3. This suggests that 9 non-terminal symbols is optimal for this particular task.
Reduction of the number of non-terminals to 7 reduces the performance slightly but on average each
iteration takes 40% less time.

Unfortunately. the automatically inferred stochastic context-free grammars do not exhibit any
striking rules of phonology or phonotactics. This is partially due to the fact that rules in Chomsky
normal form are too “simple” in structure to reveal the inner acts of derivations. However, their
generative capacity may be examined by observing the sentences which they produce. In order to
simplify matters a gross approximation is made by clustering all terminals into two broad cate-
gories, vowels and consonants. This grammar was then used to generate 100 random sentences (or
strings). These sentences were compared with standard consonanbvowel combination that occur
in English words, as described by Gimson (1975). 94% of these sentences formed valid consonant-
vowel sequences. The remaining 6% were sentences which were either composed of only consonants
or sentences with five consonants in a row. For the grammar trained on the same data, but with
randomised initial parameters, 89% proved to bevalid. The remaining 11% were sentences com-
posed of only consonants or only 2 vowels. In one case four consonants appeared prevelar and three
afterwards, which disagrees with Kiparshy's (1982) phonotactic constraint on length. Therefore it
appears that SCFG's make a reasonable attempt in modelling phonotactics in the “broad” sense,
but, it in the “narrow’I sense, it is diflicult to evaluate their effectiveness. This is mainly due to
insufficient data being available to capture the details of the phonotactics.

       Training Data Pro-Trained Random Init.
Ins-mmus-

Iasu IE.“IE-.12- .3-
minus-mun:-

Table 4 - Initial and Final pair distributions for the training data. sentences
generated by the pre-lrained SCFG and the random initial valued SCFG

 

        

Since there are many difl’erent CV combinations in English words, it is inaccurate to compare
the sentence distributions of the SCFG's directly. but a test in the spirit of O’Connor and Trim
(1953) is viable. This test simply examines all the sentences in the training set and notes all the
initial and final pairs, using C or V. respectively, to represent any phoneme in these classes. The
trained SCFG(s) are then used to generate the same number of sentences (or words) and their initial
and final pairs are also noted. These frequencies are displayed in table 4. By comparison, the
distribution of initial and final pairs for the trained grammars are similar to that of the original
data the grammars were trained on. The pre-trained grammar is closer to the real distribution than
the grammar initialised with rapdom parameters. There happened to be no words ending with two
vowels and only one word beginning with two vowels, but the trained grammars (especially the one
with random initial parameters) make a generalisation and allow two consecutive vowels in those
positions. As it happens there are many words ending with two vowels. it just turned out that none
occurs in the ARM task. The fact that V units stand side by side less frequently lhan C units makes
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a statement of distribution in terms of discrete units with V as a central element and C as marginal

element more economical than one in which C were taken as central and V as marginal (O‘Connor

and Trim, 1953).

4. CONCLUSIONS

It may he concluded that a SCFG is more capable of supplying the a priori knowledge than

an HMM, for the ARM task. Although the difi'erence in recognition rates observed empirically is

small. it is of statistically significant. It was noted that although the rules inferred do not exhibit

any striking phonotactic constraints. it is beneficial to analyse the grammar through the sentence

distribution. It was then shown that 94% of the sentences generated by the pro-trained SCFG formed

a valid consonant vowel combination (as outlined by Kiparsky (1982)). Furthermore, a test in the

spirit of O‘Connor and Trim (1953) showed that the initial and final consonant vowel combinations

for sentences generated by the SCFG’s were very close to the actual distribution.
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SPEECH AND LANGUAGE PROCESSING AT BRITISH TELECOM RESEARCH
LABORATORIES
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ABSTRACT

This paper provides an overview of the speech and language processing activities at British
Telecom Research Laboratories. We outline the main application: which provide the ’pull'
for the current research topics. Some afthe immediate technical problem: which we need to
overcome are highlighted and the main development actiw'tt'es described

LThe Speech and Language dlvlslon

The Speech and Language Division at British Telecom Research Laboratories was formed in
1983. This reorganisation brought together a number of research. development and systems
engineering groups who until then were working independently on speech related
applications. This provided a 'critical mass‘ of speech researchers and meant that it was
possible to extend work beyond the traditional area of speech transmission and work started
on recognition and Synthesis. The division has grown considerably since then and while
‘speech' remains the main theme of the division we also have important projects in the arcas
of natural language processing and speech translation.

2. The Applications focus

2.] Current appllcatlnn areas.

As British Telecom is first and foremost a telecommunications company our activities are
directed toward applying the technology to the telephone network.
Typical of the services which employ speech technology are:

‘ voice messaging ‘ telemarketing
. promotions

' finance . market research
. telephone banking '
. stocks and shares
. insurance quotations
. credit card transactions

‘ teleshopping/reservations
. theatres
. airlines

' entertainment ' field operations
. betting . data entry and retrieval
. horoscopes . field personnel job dispatch
. games . voice access to electronic mail
l competitions

' automatic operator
“ . network services

. customer premises.

' information son-ices
. timetable
r yellow pages

Fractal/a. Vol 12 Part 10 (1990) 149  



 

Proceedings of the Institute of Acoustics

SPEECH AND LANGUAGE PROCESSlNG AT BTRL

Although these network based services represent the bulk of our applications. research and

development is also directed at enhancing terminal equipment for use at customer premises,

This includes voice controlled telephones. hands—free cellphones and for improving the

services available to visually handicapped employees and customers.

2.2 Core Technologies

The above applications require a mix of technologies. These are developed as individual

components so that they can he engineered into different systems. The most significant of

these core technologies are:

. Speech coding

. Speaker independent recognition

. High quality synthesis

. Speaker verification

. Dialogue Design

Although the algorithms and techniques developed may be used directly in applications most

of them are also hosted by the PC based BT Speechcard [1],

It is the combination of the core technologies, coupled to a knowledge of the constraints of

the telephone networlt which is the key to the development of speech interactive services.

3. Speech Coding

3.1 Current Practlee

Pulse Code Modulation (PCM) is used to transmit telephone speech over the main network.

Band limited speech ( 300K: — 3.4kHz) is sampled 8000 times per second with a precision of

8 bits/sample. Each sample is instantaneously companded using a psuedo—logarithnric

compression characteristic which provides a subjective performance equivalent similar to that

of 13 bits linear coding. Worldwide two variants of companding laws chist: 'A-law"

which is used mainly in Europe and 'u-law' in the USA. The differences are primarily in

the position of the 'knee' of the characteristic and in the treatment of zero crossings. Where

necessary. one standard can be digitally recoded to the other with only a slight deterioration

in quality.

In either case the net result is that analogue speech is transformed into a 64 kbit/s digital

stream and this forms the basic building block for all switching purpOSCS. The streams may

subsequently be exploited either by combining several to provide higher bit rate systems

(for music quality transmission) or a single stream may be subdivided to prm'ide multiple

speech channels.

3.2 Present trends

0ch recent years, not only has this 64kbitls standard become firmly established but with

the widescale deployment of low cost and wide bandwidth optical fibre systems the need for

sophisticated coding schemes within the main network has diminished.
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At the same time. however. this has been balanced by an increased demand {or robust low
bit rate coders in the peripheral network. Consequently cellular systems. specialist
communication systems and speech storage systems have all been growth areas where novel
coding methods been exploited.

Today the main advantages of the technology are to be found where bandwidth is still at a
premium - either because there is a need to squeeze as many channels as possible into a
limited radio spectrum (e.g. digital cellular telephones) or because radiated power is limited
by dimensional constraints (e.g. small aetials on ships or aircraft).

3.3 Low bit rate Coding
Below 64 ltbit/s the first natural subdivision is 32kbit/s. Recently, after several years of
development and evaluation in which BTRL tools an active part. a standardised form of
Adaptive Differential Pulse Code Modulation (ADPCM) was recommended by CCITT [2].
This is now adopted as the standard for compressing two speech channels into a single
64kbit/s stream and has been applied in satellite communications and some value added
servrecs.

Our current actiVities therefore are mainly concerned with using the range from 16 khit/s
down to Zkbit/s. At lékbit/s rate a sub-band codec has been implemented on a Motorola
DSP 56000. This is incorporated in the ET Speechcard where it not only provides swings
in storage space, but realises a significant systems engineering advantage by reducing the
data transfer rate required within multiply configured networks.

At the next level of hit rate reduction. a consortium including British Telecom, British
Airways and Racal Decca has recently developed the 'Skyphone‘ sen-ice which is markeued
by British Telecom Internationalp]. This uses I 9.6 kbil/s codec based on multipulse linear
predictive coding and implemented on a floating point AT&T DSP32.

At lower bit rates. coding techniques merge with those of speech analysis and synthesis.
Using formant analysis and synthesis (copy synthesis). it is possible to provide high quality
speech at Zkbit/s but at present this process is much slower thanreal-time. Even if the
real—time problem were to be eliminated using faster processors, the approach is unsuitable
for transmission purposes because the inherent 'bloclt' processing delays are longer than can
be tolerated in most two-way communications systems. These techniques are therefore
primarily for use where recorded messages are required.

3.5 High quality speech at 64 Ithlt/s
Although normal telephony is confined to 300 - 3.4kHz. alternative coding methods may be
used to increase this while remaining within the 64kbit/s limit. Recent advances. notablyh
the use of low time delay sub-band coding, permits bandwidths of up to 7kHz and offers
the potential of high fidelity telephony over the lSDN and in digital PBX environments.

Other applications include improved audio/visual conferencing, broadcast and entertainment
services. Research in this area addresses not only the key problems of how to optimise the
performance of coders, but also examines how standards may be formed and how such
systems could interworlt with established coding schemes.

3.6 Music Coding
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For the transmission of high quality music. a bandwidth of at least 15kHz is normally

considered to be the minimum required. Not only does music require a greater bandwidth,

but the human ear is less tolerant of distortion in music than in speech and more precision

most be introduced during the digitisation phase.

Using sub—band coding methods. BTRL have developed a high quality music codec which

encodes music sampled at 15 kHz into two 64 kbit/s channels. This represents a bit rate

several times lower than that currently used in many applications.

4. Speech Synthesis

4.1 The applicatlons focus

The immediate goal is to provide high quality speech output for applications such as

directory services and recorded messages. in such cases a totally flexible Text—To-Speech

(TTS) system. although desirable, is not essential and so activities are concentrated mainly on

providing high quality speech for restricted vocabularies (e.g. strings of digits. amounts of

money etc.). Applications already in use include Directory Automated Services (DAS).

TOPAZ cellphone. Phonepoint. changed number intercept services and voice guidance for

visually handicapped operators.

4.: Text-To-Speech

Although still considered to be of lower quality than acceptable for widespread deployment

in the public network. TTS synthesis is used in a number of specialised areas within ET.

The ‘Caesar' system which provides spoken reports of line faults for field engineers is

described in BrooksH].

Current research spans both formant and waveform based synthesis techniques and is

coupled to advanced work on non-linear phonology and natural language processing The

capacity of neural nets to prcwide the non-linear mappings between text and phonetic level

is also being explored.

4.3 Concatenatlon

Although less sophisticated than TTS. concatenated speech provides a flexible. yet high

quality solution for speech response systems. For many envisaged applications a small

number of words. frequently the digits. is sufficient to provide the voice response. However

the quality must be high and users must experience little difficulty in listening to them.

This is particularly important in applications such as directory inquiries and changed number

intercept. Only slightly larger vocabularies are required for reading out quantities of money

(e.g. billing information) or for providing simple messages.

The techniques used in concatenation range from those normally associated with copy

synthesis to those of low bit rate coding and the best solutions tend to draw from both areas.

5. Speech recognltlon

5.1 Appllcntlons background

The first product provided by BT which exploited speech recognition was the TOPAZ

cellphoneIS]. This offered "hands free repertory dialling" for use in mobile applications and

t5!
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was developed in 1986. It provided speaker dependent recognition of up to 100 utterances
and the speech recogniser. speech feedback module. dialogue controller and interface to the

cellphone were integrated into a single module using surface mount technology.

More recently the BT Speechcard (PC based) has provided the main platform for hosting the

technology and the first speaker independent recogniser with a fully BABT approved

interface was developed in 1989.

5.2 Telephony based recognition

Since 1986 our main development activities have beenfocussed on speaker independent

recognition over the telephone network and are directed at addressing the applications areas

described earlier. To a considerable extent this distinguishes the technology from much of

that undertaken in non—telephony speech laboratories.

For example, much contemporary research into speech recognition is directed towards

increasing vocabulary size and in exploring how higher level linguistic knowledge may be

used to resolve ambiguities. In such cases the acoustic environment is usually both

reasonably quiet and stable and typically high quality noise cancelling microphones are used

to provide a clean signal.

In telephony based applications the environment is very different. In particular the signal

levels may vary considerably between calls (30dB would not be unusual), the frequency

shape (spectral ’tilt‘) of the lines may alter by +/— 12dB according to length and loading

characteristics. up to 30% total harmonic distortion may be present from older carbon

granule microphones and. in the early stages at least, users will not be familiar with the

technology.

The difficult and highly variable signal conditions, enormous (and unpredictable) user

populations and the fact that most applications can be served by the provision of small

vocabulary systems means that there are few opportunities to exploit either adaptive or ’top

down’ techniques. Indeed in almost all cases the key requirement is robust recognition based
on the acoustic signal alone.

It is not surprising therefore that our activities here have beenprincipally concerned with

optimising the performance of the digits and small application specific vocabularies spoken
over the telephone line.

5.3 Recognition research

Current research activities span a number of other areas. In particular the development of

a robust speaker independent connected digit and alphabet rccogniser is well advanced and
the performances of various subword recognition techniques are being assessed ‘head—to-

head' against existing whole word methods, For applications such as operator services, and

ultimately directory enquiries. the need for large vocabulary recognition (possibly

incorporating the recognition of spelt words) has been identified as being of particular

importance.
. L-‘Lmflomg

6.1 Background

Humans are excellent at recognising words even in high ambient noise conditions. indL‘Cd.
given a list of many thousands of words most of us would not only be able lo identify (and
spell) most of them but we would also be able to point out homuphones and words which
were likely tobe confusible if the accent of the talker WilS not known. Our ability to
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identify a talker from a single word is much less impressive. Not only do we have
difficulty in recognising a voice — but We have difficulty in associating it with names. Not
only does common experience suggest this. but it is borne out from quantitative evidence.
particularly that arising from forensic analysis[6].

What is not yet established is the extent to which this limit is set by the content of the
signal. Perhaps we discriminate poorly between talkers because it is of little benefit to us to
do so. Alternatively it may he that the limit is set by the information contained within the
signal itself. To help resolve this basic issue. which clearly sets an upper limit to the
performance which may be achieved. we are carrying out both theoretical and experimental
investigations to determine how much speaker dependent information is contained within the
signal.

6.2 Techniques being explored

On the applications front we are investigating both 'password’ based techniques and 'text
independent’ methods: again based on the comparative measurement of performance over
telephone networks.

Like recognition, much of this work is concerned with evaluating different algorithms and
this process relies on having representative databases which span most of the factors which
are likely to affect performance. One database has now been collected over a period of two
and a half years to enable us to assess to what extent verification reliability is affected by
changes in voices over time. Other problem specific databases are used to compare the
sensitivity of verification algorithms against various talker/telephone/line factors.

This work is backed up with systems research exploring how the basic ’acoustic' verification
can be enhanced using multiple utterances, background knowledge and dialogues.

6.3 Appllcnllons
Almost all applications which involve access to information can benefit from some form of
user verification. In financially based services such as telebanlting, the need for security is
paramount. but there are a number of other areas where verification provides additional
functionality. Voice messaging applications. interactive telephone answering machines and
all the applications associated with ‘Follow me’ type calls and remote database access are
obvious candidates.

7. Speech Technology Assessment
7.] Establlshed methods
The comparative assessment of speech technology forms such a significant part of our
activities that it warrants special discussion.

Speech quality assessment has been carried out for over 50 years within BT (formerly the
Post Office) as it was. and remains. central to the business. Methods for assessing speech
quality over transmission links are well established and standard instrumentation is available
for measuring the main characteristics of speech (e.g. loudness and activity) which are
necessary to conduct such evaluations reliably. It has therefore been our policy to build on
these to evaluate recognition. synthesis and verification technologies. This is not only
because these techniques wcll-established, but theyare tightly linked with operational parts
of the business. '
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As is well known. the original standard for speech quality was defined using the concept of
the ‘one metre air gap‘l7]. Under this definition 'reference‘ speech was defined as that
received at the ear when spoken from lips one metre away. This was developed further and
calibrated in such a way that other types of transmission systems could be rated against it.

7.2 Comparative assessment .
The great virtue of this methodology was that it avoided the problems inherent in
characterising speech. There was no need to undertake any fine analysis of the speech
material: instead random, simple utterances were used, and by careful experimental design it
was ensured that effects attributable to the speech material could be separated nut. At the
same time it provided a standard which was easily replicated and common to all speech
technology. As few of the main phonetic characteristics of speech e.g. graveness. creakiness.
nasalisation etc. can be quantified (although they may be described) this technique neatly
sidestepped almost all of the main problems inherent in measuring speech itself and allowed
us to concentrate on evaluating the technology.

The heart of all our evaluation therefore is comparative assessment. Speech recognisers are
compared for accuracy - rather than measured absolutely. synthesisers are compared for
quality using. forexample. the Listening Effort Scalc[7]. In a similar way the relative
effects of diiferent environmental conditions (e.g. bandwidth variability and noise) can be
assessed.

Although much of this assessment is used to assess algorithms. we also have a programme
comparing the performance of a number of commercially available speaker independent
recognisers. a number of verification techniques and a number of text to speech systems.
The first of these are mainly accuracy tests and the latter listening tests.

8. Databases
5.1 The need for speech databases
Although database testing has been undertaken in the past for transmission quality
assessment they are no longer appropriate for the evaluation of modern telephony systems
where degradations such as echo need to be included: only ‘live' conversation tests can do
this satisfactorily. However database testing is particularly valuable for recogniser. verifier
and synthesiser assessment and we have undertaken a considerable number of experiments to
do this using databases derived from clean speech.

8.2 The applications focus
Like every other aspect of assessment. the key question which must be asked before
collecting a database is 'What do you want to know?” For example: if the need is to know if
a verification algorithm works as well using 'carbon' speech as from a linear microphone
then a database which contains only linear speech will be of little use. Once the hypothesis
to be tested is clear. then the specification of the database is relatively straightforward and
the dimensions of the database can be kept within manageable proportions.Some of these
databases. and the purposes for which the were generated are discussed by Walker[8].
In future work we intend to assess the effects of hands-free telephony. speech deriving from
the mobile periphery and also assess further the ability of recognisers to 'reject' spurious
sounds..
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9.5peech lulernctions and dialogue
9.1 The general problem
The system dialogue is central to a successful system design: yet it is still rather an art which
relies upon handcrafting by an expert designer followed by a sequence of human factors
trials and further modifications. The machine must prompt in a way which is easily
understood and which narrows the range of potential replies. This ensures that the speech
rccogniser receives the best quality of acoustic signal. In practice. of course. misrecognition
will occur either because the machine misheard. or more frequently in real applications,
because the user uttered an invalid word. In either case it is necessary to build in checks
which ensure that only valid data is passed on. The importance of a polite, pleasant voice
cannot be overstated and care must be taken to avoid repetitive loops and overlong
{CSPDESESt

9.2 Speech Interactive Systems
BTRL have engineered a compact 32 channel unit which is suitable for a range of speech
interactive services such as telephone banking. Each unit incorporates 32 Speechcards which
have the following features:

. an analogue telephone interface Which operates using either DTMF or voice.
Call forwarding can be achieved via loop—disconnect or DTMF out—dialling.

. Speaker independent isolated-word recognition with a 50 word vocabulary
active at any instant. A fast load facility is provided so that the vocabulary
may be rapidly changed within a dialogue.

. Speaker—dependent isolated word recognition with a vocabulary of up to 450
words.

. Speaker verification

_ . High quality waveform encoded speech at lokbit/s.

The system uses a distributed multiprocessor architecture linked to a Local Area Network
(LAN). This provides both fault tolerance and a mechanism for linking to remote host
computers, file servers. system management facilities and help-desks. This flexible
architecture which integrates multiple distributed units with telecommunications, host
computers and management systems provides a powerful service creation platform.

10. Language
10.1 The rung: of language work
Language research covers a number of areas, Some of these have already been discussed
where they impact upon dialogues or are closely associated With speech work (erg. text
processing for Text—to-Spcech). We also have activities in the 'text' based processing domain
where applications such as text summarisation. text generation and language translation
represent the major opportunities. '
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10.2 Tut summarlsatlon
Worlt on text summarisation addresses two types of problem. The first is concerned with
abridging a single sample of text and the second is concerned with distilling a single
summary from a number of different sources which discuss the same topic (e.g. reports of
the same event in different newspapers). ln both cases the opportunities for exploitation are
focussed on e-mail systems and we are investigating both linguistically motivated techniques
and those based on statistical methods.

10.3 Tex! generation
Text generation is needed where it is necessary to combine different sources of information
into a form which is easily absorbed by a human reader. Current work includes the
transformation of tabular information into textual output and studies into how different
sources may be combined to provide a coherent output. Future work is likely to become
more strongly linked with dialogue with the objective of generating text in a form which
elicits useful responses from humans.

10.4 Text analysls and parsing
There are two programmes of work in this area. One approach is statistical (n—gram models
and neural nets) and the second due to our association with the Core Language Engine
currently under development in the collaborative CLARE project under the auspices of the
Stanford Research Institute. '

This advanced research is not directly product related at present but is expected to feed into
database access applications and provide some of the components for anticipated speech
products.

11. Concluslons

This paper has given a brief overview of speech technology at BTRL. We have concentrated
on the main applications and consequently several major areas have been omitted. In
particular the more fundamental research activities concerned with natural language
processing. signal processing and pattern recognition which provide the theoretical basis for
much of the work have not been addressed fully. Nor has language translation, which
provides a challenge for all the technologies been treated in any depth.

More details concerning these activities are found in Wheddon and Linggard [9].

We hope that we have shown the extent to which British Telecom is committed to
evaluating. developing and exploiting the technology and indicated the wide variety of-
applications which we expect to see emerging over the next few years.
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