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1 Introduction

Hearing loss affects one in six people in the United Kingdom and, given an ageing population, this
figure is increasing.! Numerous studies highlight that improvements in the intelligibility of television
sound are required to increase television’s accessibility to individuals with hearing loss.>™* Recent
developments in broadcast technology, in particular the advent of object-based broadcasting, show the
potential to deliver real improvements in television accessibility.*~”

Effective strategies to improve the intelligibility of television sound are predicated on intelligibility evalu-
ation methods which are ecologically valid, repeatable and representative of the varied characteristics
of hearing loss. This paper presents a review of such evaluation methods in the context of their use in,
or applicability to, television sound research. The paper first outlines the prevalence and characterisa-
tion of hearing loss, as well as definitions of intelligibility. Current problems with television accessibility
for hard of hearing viewers and how object-based broadcasting may offer solutions are summarised.
Intelligibility evaluation methods for hearing impaired individuals and objective metrics of intelligibility
are then described. The use of such methods previously in television sound research, in addition to
the use of related subjective methods, is reviewed. The repeatability, ecological validity and how these
methods may be sensitive, or insensitive, to the characteristics of hearing loss are then examined.
Finally, the importance of including end-users in the research and evaluation process is discussed.

2 Hearing Loss

2.1 Prevalence

The ‘Hearing Matters’ report, compiled by the hearing loss charity Action on Hearing Loss in 2015
indicates that 11 million people, or approximately one in six, in the UK are affected by hearing loss.’
These statistics are mirrored in countries with similar demographics, with one in six Australians® (2006)
and Americans® (2003-2004) having some hearing loss. ‘Hearing Matters’ estimates that in the UK 6.7
million people could benefit from the use of a hearing aid.! However generally only a small proportion
of these people actually have one fitted (24% in Australia'®) and many of those who have had a hearing
aid fitted, do not use them regularly.'® ! Action on Hearing Loss project that by 2035, the number of
individuals with hearing loss in the UK will rise to 15.6 million, or one in five people.! This projected
increase is partly due to an ageing population'? as Presbycusis, age related hearing loss, '3 is the single
largest cause of hearing loss in the UK.! Another major cause is noise-induced hearing loss, which is
often from occupational exposure,’*'® though can also be from recreational activities like concerts.®

2.2 Characterisation of of Hearing Loss

Hearing loss is often characterised by the location of the impairment within the auditory system: con-
ductive hearing loss is due to problems within the ear canal, ear drum or middle ear, sensorineural
hearing loss is due to problems with the inner ear and mixed loss is due to both.'” Presbycusis and
noise-induced hearing loss are common types of sensorineural hearing loss.'® Clinically the severity
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of hearing loss is characterised by pure-tone threshold audiometry and used to group individuals into
four categories: mild, moderate, severe and profound.’'® Those with mild hearing loss (in the range
20—40dB) generally struggle understanding speech in noisy situations but may still being able to under-
stand speech in quiet unaided.'-2%2" Those with moderate hearing loss (41 — 70dB) often have difficulty
understanding speech under any condition without the assistance of a hearing aid.! The majority of
people in the UK with some degree of hearing loss have have mild to moderate hearing loss (91.7%).
Those with severe (71 — 95dB) to profound hearing loss (> 95dB) often rely on lip-reading, powerful
hearing aids or cochlear implants and may utilise sign language as their primary language.
Audiometric thresholds provide simple tools for discussing hearing loss severity. However, it has long
been acknowledged that audiometric thresholds alone do not fully account for the variability in individu-
als’ ability to understand speech in noise.??2* It has been demonstrated that even listeners with normal
audiometric thresholds can vary significantly in their ability to understand speech in noise.?>? This
difference between audiometric thresholds and speech in noise performance was modelled by Plomp
in 1978,2* who defined two loss classes: Attenuation, loss due to the reduction in perceived volume,
as a result of reduced audiometric thresholds and, Distortion, which is comparable with a decrease in
the effective speech to noise ratio. Other works have termed this Distortion class supracochlear loss?®
or suprathreshold loss.?”-28 The remainder of this work will utilise the term suprathreshold.

The possible contributors to this suprathreshold include tinnitus,?® loudness recruitment (reduced dy-
namic range),®® loss of temporal fine structure3! or reduction in frequency resolution,® as well as
cognitive and age related factors.?®33 Some of these factors may be caused by ‘hidden hearing
loss’ hypothesised to be from cochlear neuropathy (the loss of the high-threshold auditory nerve fi-
bres).3435 This variety of factors, and their interactions, highlight that each individual’'s hearing loss,
and its causes, are quite unique.

3 Speech Intelligibility

Speech intelligibility is often defined as the proportion of words which are correctly heard, strictly dif-
ferentiating it from comprehension.®® It can also be defined as the proportion of words understood,3”
which incorporates elements of comprehension and quality. This work will utilise the latter, broader
definition. The literature distinguishes between two forms of speech intelligibility: signal-dependent ,
where the ability to retrieve the message is based solely on the speech signal, and complementary,
which utilises other non-speech cues from the speech signal, such as syntax and semantics, as well as
multi-modal cues such as facial expressions.®® These complementary cues have been shown to play
a greater role in speech perception when hearing is challenged, either by impairment or masking from
competing sources.3®40 |t is theorized that improvement in intelligibility given complementary cues is
due to the manner in which the brain composes perceptual auditory objects: using expectations of what
it believes the object will be in order to predict parts of the object for which no input signal is currently
available.*’

3.1 Complementary Intelligibility

A significant body of research exists demonstrating the release from masking that the inclusion of
complementary intelligibility cues can produce. These cues include, but are not limited to, spatial sep-
aration,* contextual cues*®#* priming the listener with the speaker’s voice or speech content,*>6 and
multi-modal cues.*”*8 Complementary intelligibility cues are particularly pertinent to television sound
research as television content uses a rich array of these cues: visual context, context through sound
effects, dialogue based context as well as accessibility services like subtitling and audio description.

Spatial release from masking, or the benefit on speech intelligibility gained when the masker and the
target speech are spatially separated, has long been documented for normal hearing listeners.*? Hear-
ing impaired listeners also benefit from spatial release from masking, though to a reduced degree.*®
Research by Bilger in 1984 showed the benefit that contextual cues have on speech intelligibility.* It
showed that speech recognition in noise by older listeners with sensorineural hearing loss more than
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doubled when predictability of the speech was increased (from recognising 37% of keywords up to
76%). Recent work by Ward*® has shown the inclusion of non-speech contextual cues, in the form of
sound effects related to the keywords, improves word recognition rates from 35.8% to 60.7% for normal
hearing listeners. Follow-on work has demonstrated that the effect is present for some hard of hearing
listeners: those with mild loss exhibit comparable levels of benefit as normal hearing listeners.>° It
was also shown, for low predictability speech, that the degree of benefit reduces as a listeners’ better
ear hearing decreases. Studies have investigated the multi-modal interaction of different complemen-
tary intelligibility cues, such as the interaction between speech and visual cues for normal hearing
listeners.#”48 Aguert showed that by the age of five, children can find utility in the situational context
of speech.*® Research by Spehar has investigated the effects of different types of contextual cues,
showing that participants benefited from both visual and speech-based context.*”

4 Broadcast Accessibility for the Hard of Hearing
4.1 Problems with Intelligibility

Complaints about the intelligibility of dialogue on television have abounded of late.®'-%2 However such
complaints are not new, with the first BBC research paper on the issue published over 25 years ago.>®
A more recent BBC study reported that nearly 60% of viewers had trouble hearing what was said in
some TV programmes.® A survey by the Royal National Institute for the Deaf in 2008 reported that
87% of hard of hearing listeners struggled to understand speech on television.?

The BBC study identified four key factors that made speech hard to understand: clarity of speech,
unfamiliar or strong accents, background noise, and background music.® This indicates that at least
some intelligibility problems on television are fundamentally speech in noise problems. Whilst individu-
ally any of these factors can negatively impact on understanding, when the factors are combined their
effect is compounded.®* In a recent BBC White Paper, Armstrong defines a problem space, elaborating
on these factors and highlighting the numerous points in the broadcast chain where intelligibility can
be degraded.* These range from the original performance and content capture, through production
and broadcast to reproduction in the home. A similar problem space defined by Mapp also includes
three listener-based factors which can affect intelligibility: hearing acuity, attention and alertness, and
familiarity/fluency of language.®® Armstrong considers these human factors in the terms of individuals’
‘media access needs’, of which there are two types: sensory needs and cognitive needs.

For truly intelligible television audio all these possible points of failure need to be managed. This review
will focus on sensory needs, what Mapp terms ‘hearing acuity’.>> This will include both cochlear and
suprathreshold loss, as both these types of loss play a role in determining how problematic speech in
noise scenarios are for individual listeners. The advent of object-based broadcasting, and personalis-
able content, gives a basis for significant improvements in meeting individuals’ sensory media access
needs. In particular, it allows viewers to mitigate any challenges they may have understanding speech
against the background sounds through the ability to alter the volume of different sound elements to
their preference.

4.2 Object-Based Broadcasting for Accessibility

In object-based broadcasting, different broadcast components including speech and non-speech audio
elements can be treated as independent ‘objects’. These objects, transmitted along with metadata,
remain separate until they are rendered at point of service based on their associated metadata.56-57
This forms the basis for personalisation methods, which allow for separate control of non-speech au-
dio objects by the end-user. With such advances, the challenge for delivering accessible television
sound now lies less in technical delivery but in understanding what listener requirements for accessi-
bility are.* In particular, object-based broadcasting allows an end-user to adjust the balance between
not only speech and non-speech sounds, but between individual groups of non-speech sounds.” This
significantly increases the possible customisable parameters. As such, there is a need for a greater
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understanding of the appropriate balance of these non-speech objects which gives an optimally intel-
ligible mix for different hard of hearing listeners. As some of these objects, such as sound effects,
can often play narratively important roles within the content, evaluation of their effect on intelligibility
needs to consider the potential for these objects to act as both complementary intelligibility cues and
as maskers. Evaluating any implemented object-based broadcasting accessibility strategy presents
three challenges: ensuring that the intelligibility evaluation methods are ecologically valid, repeatable
and representative of the varied characteristics of hearing loss that may affect intelligibility.

5 Evaluating Human Intelligibility

As previously discussed, pure-tone audiometric thresholds do not accommodate the variability in in-
dividuals’ speech in noise performance.?>28 Speech perception in noise tests aim to evaluate this.
There are a large variety of these tests including, but not limited to, the Hearing in Noise Test,%® Listen-
ing in Spatialised Noise-Sentences Test,?® Oldenburg Sentence Test,?® Bamford-Kowal-Bench Speech
in Noise Test®' and the Revised Speech Perception in Noise Test (R-SPIN).44%2 These tests take two
main forms: everyday sentence tests, using meaningful real-life sentences** ¢! (e.g. the sentence ‘The
clown has a funny face’®®) and matrix sentence tests, which follow a strict sentence form for each
stimuli and require training®® (e.g. ‘Thomas wants nine cheap beds’®4). Regardless of type, these sen-
tences are usually phonetically balanced across the stimuli and validated to ensure repeatable results.
These tests often follow an adaptive paradigm, which varies the speech to noise ratio until the ‘Speech
Reception Threshold’ (SRT), the point at which 50% of the speech is intelligible, is determined.5860.65
The alternate approach is to utilise a static signal to noise ratio and quantify performance by the per-
centage of words correctly identified.526¢ The most commonly used maskers are multi-talker babble®?
or speech shaped noise.®®

5.1 Complementary intelligibility

Many speech perception in noise tests also facilitate the evaluation of complementary intelligibility fac-
tors. The Listening in Spatialised Noise-Sentences Test accommodates spatial release from masking®®
by using binaural reproduction of co-located and spatially separated speech and maskers to calculate
the spatial advantage gained from separated sources. The effect of semantic context on intelligibility is
quantified by the R-SPIN.*4%2 This is achieved through the use of high and low predictability everyday
sentence stimuli, where the speech preceding the keyword in these sentences either gives the listener
clues to the keyword, e.g. ‘Stir your coffee with a spoon’, or no clues. e.g. ‘Bob could have known
about the spoon’ (where the keyword is noted in bold). The R-SPIN has also been adapted to inves-
tigate the effects of non-speech contextual cues on intelligibility, through the addition of relevant sound
effects to some of the stimuli.®“® The GRID corpus is an audio-visual corpus which has controlled
audio-visual stimuli and matrix test sentences.®” Whilst not developed specifically as a evaluation tool
for hearing impaired populations, it allows for the effect of multi-modal cues on intelligibility to be eval-
uated. The effect of static visual situational context, in the form of an illustration prior to the target
sentence stimuli, is evaluated by the lllustrated Sentence Test.*”58 The stimuli following the illustration
can be presented in an auditory-only modality to evaluate intelligibility or in a visual-only modality to
evaluate lip-reading.

6 Obijective intelligibility metrics

Objective intelligibility metrics are tools that produce proxy measures for human intelligibility judge-
ments. These metrics are based on the effects that noise, signal processing or a space may have
on signal features. The way these metrics account for these effects fall into two main types.®® The
first type are those which quantify the masked audibility of speech in noise, utilising estimates of both
the speech and noise to determine masking level. Examples of these include the Articulation Index,”®
Speech Intelligibility Index (SII)”" and the Glimpse Proportion.”? In the case of the Glimpse Proportion,
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this masked audibility is evaluated by determining the number of masked spectro-temporal segments
which are above a pre-set audibility criterion (often 3dB).”> The other type of metric quantifies the
distortion caused by the masker by measuring the similarity between the clean and noisy speech.®®
This type of metric includes the Normalised-Covariance Measure,”® the Coherence Speech Intelligibil-
ity Index (an extension of the Sll),”*7> the Modulation Spectrum Area’® and the Short Term Objective
Intelligibility metric (STOI).”” In the case of the Coherence Speech Intelligibility Index the distortion is
measured by determining the degree to which the noisy or modulated output of a system is linearly re-
lated to the clean input.”#75 The Speech Transmission Index (STI) is also a metric of the distortion type
and calculates the modulation transfer function of the transmission path.”® It is most commonly used
to evaluate the effect of room acoustics rather than noise on speech intelligibility, but can be utilised
for speech in noise evaluations.3” The SII”! and the STI®” have been standardised. These metrics
can either be intrusive, which require both the noisy speech and a clean reference signal,”'~"377 or
non-intrusive, which do not require a clean reference signal.”® 7

As automatic speech recognition techniques have significantly improved over the past decade, match-
ing human recognition levels for some tasks,®® the concept of automatic speech recognition based
intelligibility metrics has seen renewed attention.8'-83 One approach is to utilise the speech recognition
algorithm to re-synthesise the clean reference signal required by intrusive metrics such as the STOI.83
An alternate approach is to design speech recognition systems which use the same auditory models
as humans.®* A recent study has shown that the relevant features utilised by automatic speech recog-
nition coincide with those used by humans, in particular the spectral peaks of the speech signal and
dips in the noise masker.8% Through shared auditory models automatic speech recognition systems
can be taught to make predictions of human intelligibility.84

6.1 For hearing loss

Many intelligibility metrics have either been adapted for, or specifically developed to, model hearing
loss. Humes demonstrated that the STI could predict hearing impaired performance by modelling
elevated audiometric thresholds as internal noise.®® The Modulation Spectrum Area metric, which de-
veloped from the STI's modulation transfer function, has been used directly as an intelligibility correlate
for cochlear implant users in reverberant conditions.”® The SlI, though developed for normal hearing
listeners, has also been used to predict SRTs in noise and different room acoustic conditions.8® A
number of adaptations to the Sll have been explored to determine its efficacy for predicting hearing
impaired listeners’ SRTs in fluctuating noise, incorporating hearing loss as an input parameter to the
model, yielding small improvements to the original SiI's predictions.8”

Metrics which have been specifically developed for use with hearing impaired listeners include the
Hearing Aid Speech Quality and Perception Indicies (HASQI and HASPI respectively)®-8 and the
Normalised Covariance Measure.”®0 Hearing loss is often modelled in objective metrics, through
widening of filter bandwidths, to represent loss of frequency selectivity and attenuating of filter banks, to
represent loss of hearing sensitivity.®' In the HASQI auditory model, which has been extended to form
the basis for predicting both intelligibility (HASPI) and quality (HASQI), loudness recruitment is also
accounted for by a reduction in dynamic range compression.®> The Normalised Covariance Measure
is based upon a perceptual model which can accommodate different processing deficits, including an
individual’s temporal forward masking ability.”3

Approaches based on speech recognition have also been designed to accommodate for hearing im-
pairment.8'-82 Fontan aims to develop a system which can predict intelligibility and comprehension test
performance for hard of hearing listeners.8? However their system has only been validated with normal
hearing listeners and stimuli which has been altered to mimic varying degrees of presbycusis. The
Framework for Auditory Discrimination Experiments (FADE), developed at the University of Oldenburg,
has been shown to successfully predict the outcome of matrix sentence tests and psychoacoustical
experiments.®' The system utilises a front-end which models hearing impairment, utilising Plomp’s At-
tenuation and Distortion model.* The Attenuation is modelled similarly to other metrics which reduce
the level in each frequency band based on the audiogram.®’ The Distortion, or suprathreshold loss,
is modelled as uncertainty by adding Gaussian white noise with a variable standard deviation. This
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variable value can be set based on a number of ‘typical’ audiogram shapes, or can be determined with
an independent data set.

7 Evaluating Intelligibility in Television Sound Research

7.1 Previous Approaches

The type of stimuli described in Section 5 has seen some use in television sound research. The DIC-
TION project utilised the R-SPIN to evaluate their developed processor, which removed background
sounds in television for improved intelligibility.>®* They elicited both objective responses (target key-
words) and subjective ratings of clarity however it showed that the processor did not meet its aims. In
the Clean Audio project the R-SPIN stimuli were adapted to evaluate the effect speech presented as a
phantom centre compared with a central loudspeaker had on intelligibility.%* This work demonstrated
that a central loudspeaker had a measurable intelligibility gain over a phantom centre. Other experi-
ments within the Clean Audio project elicited subjective ratings of clarity of dialogue, sound quality and
enjoyment using blind AB comparison.®® Subjective ratings of speech quality and general sound quality
were also used by Fraunhofer in the Enhanced Digital Cinema project.*® As in the DICTION project,
the algorithm was shown not to improve quality of speech or overall sound quality. These studies all
involved the target population, either hard of hearing or elderly, within their research process.

A handful of researchers have made use of objective metrics in their studies. Mlsch proposed that
the Speech Intelligibility Index could be used within a speech enhancement algorithm to evaluate in-
telligibility of 5.1 broadcast content but did not validate it.%” Work by Mapp evaluated the effect which
the home listening environment may have on the perceived intelligibility utilising the STI.55 Whilst not a
listener centred effect, Mapp leveraged the STI to show the majority (of tested) living rooms had good
intelligibility and did not vary much. This suggests that the room effects are likely not a major cause of
poor intelligibility of television and film content.

7.2 Approaches for Object-Based Broadcasting

Object-based broadcasting’s personalisation potential has been used to evaluate intelligibility and
quality subjectively by allowing participants to choose their preferred balance of various object cat-
egories.” %191 These levels are elicited by asking the participants to: optimise their understanding
of the content,” make the speech easy to follow®® or set preferred balance given the broadcast con-
tent®®1%0 or in light of background noise.'®! All studies used audio-visual material, however only one of
these studies had hard of hearing participants.” The common result from all these studies was signifi-
cant interpersonal variation, with normal hearing listeners often preferring higher levels of background
noise to enhance the feeling of ‘being there’.'® Torcoli’'s evaluation methodology differs from the others
in that it utilises a validation phase after the preference selection.®® Termed the Adjustment/Satisfaction
Test, the participants are asked to judge how satisfied they are with their level balance, with reference
to the default mix.

Some research has exploited the speech in noise tests described in Section 5. In a follow-up exper-
iment to earlier Dialogue Enhancement work by Fraunhofer,®® Fuchs utilised the Oldenburg Sentence
Test to evaluate a dialogue enhancement strategy for hearing impaired listeners.'%? This implementa-
tion used both speech-shaped noise and ‘applause’ type noise and both hard of hearing and normal
hearing listeners. This study showed that the dialogue enhancement strategy improved intelligibility for
hard of hearing listeners, coming close to doubling word recognition. Research by Ward has also used
speech in noise tests. This research evaluated the effect of non-speech audio objects on intelligibility
utilising the R-SPIN and showed they improved word recognition for some hard of hearing listeners.*3:50
Recent work by Tang has shown that the Binaural Distortion Weighted Glimpse Proportion, ' a devel-
opment from the original Glimpse Proportion,”? can be effective for evaluating broadcast content and
setting appropriate speech to background ratios.’® The latter two stages of the study investigating
this employed a test methodology similar to the Adjustment/Satisfaction Test,® though the stages were
implemented as two separate experiments. Participants in the first stage were asked to select optimal
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balances between foreground speech and background sound before these levels were validated in a
second experiment. Studies by Ward have also explored how the Glimpse Proportion may be utilised
to quantify masking effects of non-speech sound elements.*®50 The STOI metric has been investi-
gated, among other performance and quality metrics, for detecting distortions incurred by dialogue
enhancement systems.'0°

8 Discussion

It is evident that advances in broadcast technology, in particular object-based broadcasting, has made
intelligibility evaluation more complex. Furthermore, many of the standardised approaches to evaluat-
ing audio systems, such as MUSHRA, are not suitable for innovative technology such as personalisable
content.'%® However, as this review highlights, there are a large number of evaluation methods available
which, to varying degrees, meet the criteria of being ecologically valid, repeatable and representative
of hearing loss characteristics.

8.1 Ecologically Valid

Ecological validity is defined here as how accurately the experimental conditions mimic real-life sce-
narios and subsequently, how well the results will likely generalise. Personalisation based evalua-
tions”-98-191 are the most ecologically valid methodologies; their experimental conditions most closely
match the anticipated user experience. Furthermore through utilising real audio-visual media, these
tests best accommodate for the inherent complementary intelligibility factors within television content.
The ecological validity of speech in noise tests depends on the type of sentences and noise used.
Everyday sentence tests like the R-SPIN,*482 as compared with matrix tests, provide sentence stimuli
more similar to television dialogue. Multi-talker babble noise also adequately represents many common
problematic background sounds within television content, such as the ambience in crowded places like
restaurants or shows recorded in front of live audiences. This use of everyday sentences and repre-
sentative noise likely contributes to R-SPIN'’s regular use in television research.*393.94.102 Fychs’ use
of the Oldenburg Sentence Test® in applause type noise'®? shows another adaptation which balances
ecological validity with controlled stimuli. Usage of noises potentially encountered in the listening envi-
ronment, like the café noise used by Walton,'! or in the content, like mixtures of music and ambience,
may also improve the ecological validity of speech in noise tests. However, even with relevant noises
such tests remain limited by their audio-only modality. The lllustrated Sentence Test, with static visual
context, goes some way to amending this.®® The GRID corpus®” improves on this further with matched
vision of the speaker, allowing for the effect of visual complementary intelligibility cues, such as lip-
reading, to be accounted for. However, as the speaker is face on to the camera throughout, it would
only generalise well to content like news broadcasts and not to most dramatic content.

Objective metrics cannot account for complementary intelligibility cues within television content, how-
ever they can be effective for evaluating the effect of background sounds on signal-dependent intelligi-
bility.3:194 Furthermore their ecological validity is heavily dependent on their efficacy across different
broadcast noise types. Studies have shown that whilst state-of-the-art metrics make good estimates
of intelligibility in single masker types, across-noise predictions are generally poor.®® As such, with-
out evaluation in different broadcast noise types, the ecological validity of most objective measures
remains unknown and would require systematic reviews of existing methods in broadcast type noise.
The Binaural Distortion Weighted Glimpse Proportion is the only metric to be evaluated for broadcast
use and was evaluated in speech shaped noise, music with and without vocals and babble noise.®*

8.2 Representative of Hearing Loss Characteristics

Speech in noise tests inherently account for the effect of suprathreshold hearing loss and tests of this
type have been used to good effect in television research.*®93.94.102 Ward’s study of the effects of non-
speech sounds on intelligibility for hard of hearing listeners showed that this type of controlled stimuli
can be leveraged to better explain the relationships between hearing impairment and complementary
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intelligibility cue usage® than subjective experiments with similar aims.” Whilst some research has
used a single speech to background ratio for all listeners for each stimuli type,'%? the approaches used
by Ward® and in the DICTION project®® adjusted the signal to background ratio for each hard of hearing
participant. This approach limits the generalisability of the results. Speech in noise tests designed to
yield an SRT, like the Hearing in Noise Test,>® or modified versions of single speech to noise ratio tests,
such as the multiple signal to noise ratio version of the R-SPIN, would likely accommodate for various
hearing abilities more effectively.'%”

Whilst objective intelligibility metrics can be quite easily modified to accommodate reduction in au-
diometric thresholds, the degree to which they model suprathreshold loss varies.”®88-9" The use of
widened filters to represent loss of frequency selectivity begins to accommodate for basic suprathresh-
old factors and has the advantage of simplicity. The greater the number of internal parameters the
models contain however the greater the difficulty in calibrating the model, and the greater the potential
for the inaccuracies in the model to be larger than the difference between approaches under evalua-
tion.?® The Gaussian noise model used in FADE®' to accommodate for suprathreshold loss appears
to effectively balance modelling of suprathreshold characteristics with ease of calibration and minimal
internal parameters.

Validation of methods with hard of hearing listeners is also key. Approaches like Fontan’s, where
validation is undertaken with normal hearing listeners and stimuli modified to mimic hearing loss,®?
do not necessarily represent hard of hearing listener performance. They are limited in two ways: the
modelling of hearing loss used to adjust the stimuli is unlikely to model all suprathreshold factors and,
more importantly, any mechanisms listeners have developed to compensate for their hearing loss,
such as increased used of complementary intelligibility cues, will not be present in normal hearing
populations.

8.3 Repeatable

Repeatability here refers to evaluation methods which have either been validated for test-retest reliabil-
ity or have taken steps within their methodology to minimise, or characterise, intra-personal variation in
responses. Objective intelligibility metrics are, by their nature, repeatable as they utilise static models
of intelligibility which is one of their distinct advantages. Most speech in noise tests have been vali-
dated with the target population, also giving them good repeatability. However, this repeatability may
be limited, if significant alterations are made to the stimuli or test methodology.

Personalisation style tests do have some repeatability limitations, partly as the methodology is new
and has not been extensively validated. They also limit their generalisability by requesting a user per-
sonalise their levels, without validating their choices against a reference or default, to confirm that the
selection is perceived as an improvement. The type of experimental approach used by Tang to validate
an objective intelligibility metric for broadcast and by the Adjustment/Satisfaction Test®® improve the
repeatability of these tests through their addition of a validation stage.

9 Final Remarks

This paper has reviewed how ecologically valid, repeatable and representative of the characteristics
of hearing loss various methods for evaluating intelligibility are. It has highlighted the usefulness of
controlled objective tests for revealing and modelling patterns between hearing loss and intelligibility
of television sound. At a number of points this work has alluded to, though not directly addressed,
personal preference. Preference must be considered in accessibility research as what is objectively
better may not always be what is preferential to the target users.>® Taking an example from the estab-
lished field of subtitle research: it has been recommended that subtitles should not exceed objective
measured maximum reading speeds however target users prefer that subtitles are time-aligned, even if
they exceed this speed.'%8.19° Sych preferences are only gained from evaluation methods involving the
target users. So whilst objective metrics provide useful, repeatable and often representative evaluation
methods, only evaluation with end-users can ensure ecological validity.
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