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INTRODUCTION

1f the bit-rate needed to give telephone quality speech is to be reduced
below the 64 k bitfs cuarrently used, it is necessary to have a coding system
that makes use of the properties of speech production. This normally involves
the introduction of delay as the sigmal is analysed and resynthesised. The use
of 2=wire transmission in the switched telephone network causes echoes, snd the
conversational impairment that these cause can only be kept to a minimum by
avoiding any unnecessary transmiseion delay. Thus, any 3% k bit{s speech coding
system for the switched telephone network must introduce negligible delay,
preferably none.

Only one class of speech coder is capable of making use of the properties
of apeech production without introducing delay - the backward adaptive
prodictive (BAP) coder (which most people misleadingly insist on calling ADPCH).
There is only one disadvantage to this class of coder: in theory the idea
appears very elegant, in practice it does mot work well because of a phenomeneon
which we call capsizal [1,2]. Only by reducing the performance of the BAP coder
can capsizal be overcome. This paper describeas the nature of capsizal and
digcusses the merit of & new BAP coder structure to enable it to be overcome
with minimum loss of system performance.

THE BACKWARD ADAPTIVE PREDICTIVE (BAP) CODER

The BAP coder is shown in fig. l. 1t removes redundancy from the speech
aignal by predicting the current sample from the past output signal. This
reduces the amplitude of the residual signal so that the residual coders
(typically adaptive pem coders) can code the smaller pignal with less quantiaing
noise. As shown in the equations accompanying fig. 1, the reconstruction of the
signal at the receiver does not increase the quantising noise, so that the
signal-to-noise ratic is enhanced over that of the residual coder on its own in
proportion to the reduction of signal smplitude by the predictor (prediction
gain).

The codar contsina a local decoder to provide a replica of the output
gignal at the transmit end so that the prediction can be the same in both cases.
Ho mide information needs to be rransmittted to coutrol the filters, so there ia
no framing delay, and the straight through path from input to reaidual coder and
regidual decoder te output means that the system need be implemented to

introduce mno more delmy than that of the residual coders, usually only one
aample.

CAPSTZAL

The appropriate predictor for a speech signal is a tramsversal filter,
which appears in a feed-forward configuration in the coder acting as an all-zero
filter to remove the vocal tract poles, and in a recurasive configurationm in the
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decoder to act aa an all-pole filter and reinsert them.
waveform is convolved with the vocal tract responae, we call this
structure
This implies that the raceive-end structure has the ability to be the
inverse of the transwit end structure.

Because the excitation
transmit-end
8 decenvolver, and the recursive receive—eand structure a reconvolver.

exact

Unfortunately, this is not true, as can be seen from fig. 2 (which was used
in the presentation of Ref. 1). This plot was obtained from a simulatien in
which the residual coders were removed and an “analogue" error introduced into
the transmission path. Up to the point at which the error is introduced, the
output is necessarily identical to the input because the signals in deconvolver
and reconvolver are numerically identical and no quantization error has been
introduced. After the ecrror it can be seen to differ slightly, but eventually
{in fig. 2(b)) the reconvolver starts teplacing resonances different from those
removed by the deconvolver. Careful study of the waveforms shows what has
happened. The -deconvolver has removed mainly the first formant and left mostly
the second formant in the residual. The reconvolver has done the bhaest it can
and teinforced the resonances that it finds in the residual, giving an output
dominated by second formant. We call this behaviour of the reconvolver
“capsizal”™. Up ro the peint at which the error occurs,the recoavolver is in
ungtable equilibrium controlled preciasely by the deconvolver which is connected
in g feedback configuration. After the error, the reconvolver will never apain
have signals in it identical to those in the decoovolver (unless by chance),
The decoavolver acts as a resonance attenuater and the reconvolver, not as its
exact inverse, but as a resonance amplifier. Once something has occurred to
destroy the perfect synchronism of the twe - either a single ervor, or an
asynchronous start - the reconvolver will for ever more amplify the largest
peaks in the residual epectrum most. TIF the deconvolver attenuates the largest
formant to below the level of a secondary cone, then capsizal will occur.

Capsizal occura hecause of the non-uniform removal of the spectral
structure by the deconvolver. This is partly due to the limited order of the
filter which means that it can ouly remove a few of the major features, possibly
leaving the minor ones dominant; and partly due to the use of iteratively
adapted filters. In these filters, the rate of adaptation at each frequency is
proportional to the power in the input signel at that frequenty, so that in a
time-varying situation only the most prominent peaks of the
satisfactorily removed.

spectrum are

The potential for capsizal is implicit in the structure of the BAP
only way to alleviate it is to ensure that the deconvolver does
the gpectrum so that the wrong peaks becowme dominant.
have been proposed for doing this, but all of
wentioned above [3 - 11], Partly because the phenomensn of capsizal does not
seem  to have been well understood, but confused with the problem of reconvelver
filter instability (which can easily oceur during capsizal), these structures
have been devised to contrel stability by conastraints on the coefficients and
have reduced the tendency to capsize by poor adaptation algorithme which
implicitly reduce the prediction gain. There is not reom im this paper to
describe these all in detail, and that will be done later elsewhere,

coder.
The

not modify
Various filter structures
them have the limitations

To reduce the tendency to capsize whilst maintaining prediction gain, it is
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necessary to try fto attenuate the input signal sapectrum structure more
uniformly. A new BAP coder filter structure for doing this is described in the
next section.

EHE.P&ETIAL DECONVOLUTION LATTICE STRUCTURE

The problem of predicting the curvent sample of a signal from past gamples
is the classic problem of linear prediction. Many methods exist for calculating
the optimum coefficientas for a linear predictor filter {as opposed to
approximating them by iterative adaptation as deseribed gbove), but most of
these involve calculations on a block of data (12]. The mest suitable structure
for a filter that has to be updated sample-by-sample as in the BAP coder is the
tattice filter [13,14) in which the coefficients are calculated in a
feed-forward fashion in each stage aa shown in fig. 3. Because such a filter
has optimum coefficients for a given error weighting function, its use in a
deconvolver results in complete deconvolution and ensures capsizal, This has
already been observed, and methods involving coefficient decay and iterative
coefficient adaptation used to overcome it 18], the attraction of the lattice
filter being that by constraining ite coefficients to lie between tl it can be
prevented from becoming unstable. These tachniques have all the disadvantages
of using non-lattice filters as wmentioned above.

1f, instead of using the output & in fig. 3, the partially decorrelated
gutput B is used, the correlation can be removed from the aignal in a controlled
but uniform way. When this structure is applied to the BAP coder, we get the
ptructure shown in fig. &. This shows the deconvolver, from which the
reconvolver structure can be inferved.

PERFORMANCE OF THE LATTICE BAP GODER

Comparison of the performances of differeat Eorms of the BAP coder are
rather difficult because of the difficulty of measuring the extent of capsizal
and eatablishing comparability in adaptation rates etc. between systems vhich
adapt in different ways. To illustrate the relative superiority of the
configuration described in the previous section, we have ugsed a system with ne
coding of the residual, but in which the reconvolver is started after the
deconvolver. Fig. 5(a) shows the response of a 1lossy adaptive transversal
filter system which, alrhough it is not exhibiting the classic capeizal
phenemenon, is behaving rather badly. Fig. 5(b) shows a similar plot for a
partial deconvolution lattice structure. Ir can be seen that the coefficients
adapt very quickly to a capsized condition, but then readapt to a completely
correct state. 1t should be noticed that the regidual for the lattice filter is
much smaller than for the traneversal filter, and that the transversal filter
coefficients, apart from the First, seem €O be doing very little useful and
showing no tendency to stabilise in the recoavolver.

Examples using isolated speech sounds like this can be found to demonstrate
almost any behaviour whatsoever. A proper comparison of the merits of the
several BAP configurations requires tests omn leng representative samples of
aspeech and adequate variation of their different paramebers. This we have not
yet done. As the performance is a compromise between capsaizal and prediction
gain, we propose to use an arrangement pimilar to that used to produce fig. 2
with random “analogue" errore inserted into a system with uncoded residual. A
plet of some measure of mean segmental prediction gain against mean segmental
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output signal-to-noise ratio (SHNR) should then look something like fig. 6. The
prediction gain should incresse with litrle decrease in SNR until capaizal
occurs, after which SNR should decrease dramatically with 1little further
increase in prediction gain being attainable,

CONCLUS IONS

In the ewitched telephone network, backward adaptive predictive (BAP)
coders have ta be use Ffor 32 k bit/a coding because they can introduce
negligible delay. Unfortunately, they suffer from the 1little underatood
phenomenon of capsizal in the presence of transmission errors. Several
different configurations of BAP coders have been proposed, but these only
address the problem of filter instability associated with capsizal. The partial
deconvolution lattice structure propoaed in this paper appears to be capable of
giving higher prediction gain with less danger of capaizal than the other
configurations, and hence better overall coder per formance. A complete
evaluation of the system has yet to be carried out.
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Fig. 1 Backwaxd Adaptive Predictive Coder
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Fig. 6 Method for comparison of BAP coder filter structures,
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Fig. 2. Showing how the cccurrence of 3 single error upsets the
unstable equilibrium of a BAP coder,
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Fig. 4. BAP Coder using partial decorrelation lattice filtex.
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Fig. 5. Co i i residual coding, but receive end started late

to ensure lack of synchromisation, (i) input, (ii) send-end coefficients, (iii) residual,
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