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Introduction

Although speech recognition systems are now available commercially their
present cost is at a level where a substantial reduction is required before any
wideapread applications such ag aldas for the physically handicapped, can be
realiped. A reduction in computer costs can be schieved by using a micro-
processor and minimal read-write memory is alsoc indicated for the same reason.
Due to the relatively slow speed of a microprocessor simplified analysis and
recognition procedures are required, which must stlll be suffjciently reliable
for practical purposes and yet allow apeech processing in reel time.

In the present work such a speech recognition system has been explored using a
Minie minicomputer, which is an B-bit machine operating at a similer speed to
a microprocessor. Omnly those assembly code instructions likely to be found in
microprocessors have been used and the system operates in real time.

Speech Processing

Many microprocessors have an B-bit word lemgth, so an initial decislon was
taken to limit the number of spectral coefficlents to eight. One 8-bit word
can then represent the frequency analysis for a particular time interval by
indicating the presence or absence of energy for each coefficient. A word is
derived from eight analogue levels which were obtairped initielly either from a
Fast Fourier or a Fast Walsh Transform (1), and in order to account for the
presence of formants each number is compared with its nelghbour at a lower
frequency (Fig. 1). The first

number, corresponding to the Mean Computer
loweat frequency, is compared value Frequency — word
with the mean value of a

group of 16 input samples,
A 1l is stored only if the

Time 015 420 013 027 052 023 031 037 026 10110110
077 107 047 015 051 004 032 053 042 10010110
first oumber is greater l 061 077 041 003 0D2 000 023 032 021 10000110
054 067 034 003 000 000 012 023 0135 10000110

than the mean wvalue, other—

wiae a O 18 ptored. The Fig. 1 Production of computer words for patterns.
second nupber is then

compared with the first and a 1 is stored if the second number is the greater,
otherwise a 0 is stored. The process 1s repeated up to 'the eighth coefficient
and 1f any two numbers are equal the bit at the lower fregueacy is repeated.

16 such words are used to define a 1 second uttersnce, each one corresponding
to & time slot of 64 ms. The bandwidth is from 200 Hz to 5 kHz so each co-
efficient covers a range of 600 Hz, as decided in a previous investigation {1).
In this way & pattern of 188 celle ig formed, which require only 1€ storage
locatione for each utterance.

Apalysis Method

Walgh analysis reduces any given waveform to an- orthogonal set of rectangular
waves({2) and so produces a number of componenth for a single sine wave where
Fourier analysis would produce only one. Ia an earlier investigation, -
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IM Edwardes had used offline fast transform metheds to compare Fourier and Walsh
analysis of standard waveforms and speech (3). Over a bandwldth of 10 kHz Walsh
speech analysis showed a greater number of formants than Fourier with some con-
sonants better defined (4). This is also true vhen the bandwidth is reduced to
5 kHz and only 8 power coefficients are used ag shown in Fig. 2 for the word
'seven’'. Here sequency 18 half the total number of zero cressings ia a given
time interval and corresponds to frequency in the Fourler case.

Under these conditions Walsh analysis appears to give Frequency Sequency
a mere significant pattern than Fourler due to the 00000010 00000111
larger number of 18, representing formants. For a

00000010 00000110
vocabulary of the numerals zero to nine uttered by 00000010 GOOO0110
two speakers there were about 50% more 1's in the 10000000 10000011
Walsh than in the Fourier patterns and early recog-— 10100000 10000010
nition tests confirmed that better scores were obtained 16100000 10000010
using the Walsh patterns (1}. 10010000 10000100

Walsh analysis alpo makes the use of a Fast Walsh ' 10000000 10000110
Transform a practical possibility since only addition 10000000 10010000
and subtraction 1s required, This can be implemented 10000000 10010011
in hardware or software, while a Fast Fourier Trgns- 10000000 100001040
form reguires complex multiplication which is 00000000 10000000
expensive in hardware and time consuming in micro- 00000040 DOOQO000
processor software. At present a hardware Walsh 00000000 00000000
analyser is being used, which produces coefficients 00000000 00000000
in series for computer input and so requires no Q0000000 0O0DO000D0
multiplezer. Fourier Walsh
¥alsh Analyser Fig. 2 Pattern comparison
Clark and Walker (5) have developed a loglc cell for for 'seven'

the transformation of television pictures, as shown in

Fig. 3. The present analyser depends on a similar element, but uses analogue
instead of digital signals. Four stages are required to produce 24 or 16 co-
efficients and they are connected in series with n = &, 4, 2 and t proceeding
from input to output. The delay nTin Fig. 3 is implemented by a bucket-brigade
analogue delay line, using discrete components, with a 2Z-phase 10 kHz clock which
makes 7" = 0.1 ms and the bandwidth 5 kHz. The adder and subtractor are normal
opamp circuits end analogue switches are used at input amd output.

The speech signal from 8 microphone or tape recorder 1s passed through a bandpass
filter and when the filter cutput exceeds 0.1 V the analyser begins to sample it.

The way in which 16 input samples A to 0, are processed by the first stage, n=8,
ig shown in Fig. 3. With the switches in position 1 the first 8 samples are
deleyed and added in order to the pecond 8 samples, with the pairs being passed
to the second stage., At the same time ordered subtraction of the second from the
first 8 samples is iaking place and with the switch in position 2 these subtract-
ed pairs are fed back into the delay line, to emerge lmmediately after the added
pairs. In the second stage the samples are combined in fours, 1o the third ip
eights and in the final stage in sixteens to produce the 16 coefficients. At
each stage the output is divided by 2, so that the final amplitude remains within
the 2 ¥ peak-tc-peak limits of the input aignal. Succeeding groups of 16 samples
are analysed until the speech input has finished or the maximum analysis time of
ope second has elapsed. .
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Switch 1 2 1
Input :A BCDEVFG H:I JELMNDO P:
Samples ! :
:A BCDEFGHABCDEFGR
Qutput to 2nd stage i+ o+ 4+ +: ————————
EI JELMRERD P;I JELMNOP

Fig. 3 Walsh-Hadamard Analyser Stage

The analyser ig followed by & multiplier, which produces the square of each co-
efficient, and a logarithmic amplifier to emphasise those of low amplitude. The
resulting levels are then passed into = simple 2-bit A-D converter for imput to
the computer. The analyser was tested with sine wave inputs, whose Walsh
analysis bad already beer obtained by simulation on 2 large computer, gnd give an
output showing good agreement with theory.

Computer Processing

The coeffiecients are classified as odd or even functions, called sal or cal
respectively, which are analogous to sine and cogipe in Fourier analysis. The
coefficienta are then a; {(corresponding to the mean value of the 16 samples), sal
1 to 8 and cal 1 to 7, the pumbers denoting sequency. As coefficients are
received from the anlyser they are routed to one of & locations, the first con-
taining log (ao)z. the next log {sal 12 + log (cal 1)2 and 8o on up to the
eighth location, with the ninth containing log (=al 8)2- Since each complete
transform lasts 1.6 ms 40 transforms are required to fill a 64 ma time slot, with
each coefficient being added into the correct location. The computer inpute are
binery representatives of the numbers Q, 1, 2 and 3 so the maximum number iu any
one location is 3 x 2 x 40 = 240, which 1s within the limit of 256 imposed by 8
bit words.

When the speech signal exceeds its threshold both the analyser ¢lock and the
computer input program are started, Any input during the first 1.6 ms after the
threshold is exzceeded is ignored since this time corresponds to the delay intro~
duced by the analyser. The program runs for one second even if the speech con-
cludes before that time; the last cells in the pattern being filled with zeros.

Master patterns with which incoming utterances can be econpared are formed from
five gimilar input utterances. At present ap average analogue level is calcu-
lated from which 0's and 1's are produced by comparison of adjacent cells.

Recognition Method

In a learning phase the master pattern is produced for each utterance
of the vocabulary, which comprises 10 utterances st present. - The pattern of an

incoming utterance is then compared with each master pattern in turn, using an
exclugive - OR operation. This is carried out between each bit of corresponding
8-bit words in the input and each mapter pattern. The number of 1's produced by
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this operation then equals the number of differences between patterns, so the
master pattern producing the lowest score 1s selected as the recognised
utterance,

Recognition Test Results and Concluslons

Preliminary results have been obtained mainly with twe speskhers MAE and J8, but
six other speakers have also heen used. So far 19 trials have been made each
with new master patterns of the numerals zero to nine. In four of these trials
the utterances which were not recognised were repeated and the results are shown
in Table 1. The initial score is given out of 10 with the number of times it
occurred in each case. The final score refers to the repetition of unrecognised
utterances and it may be seen that at the secend attempt all the utterances were
correctly recognised for three cut of four speakers, with the initial score
being increased in all cases.

Table 1 Recognition Test Results

5 6 ki 8 9 10 Initial score
MAE 1 3 2 Qecourrence
10 Final score
JS 1 3 1 1 Occurrence
8 Final score
Six 2 1 2 1 1 Occurrence
others 10 10 Final score

At present successful operation of the system depends to some extent on the
speaking skill of the user, which improves with experiemce. One reason for
errors is the unequal duratior of input and master patterns and this would be
improved by time normalisation.
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