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I. INTRODUCTION

This paper presents. In a deliberately provocative manner, a preliminary model of large scale spectral
integration based on a model at the auditory periphery. and some ideas that lollow tram early tind-
ings.

The seminal work of Chistovich and Lublinskaya, [1] into the concept of a 'spectral centre of gravity', has led
several authors (most notably Bladon, [2]) to propose that 3 - 3.5 Bark integration may form the basis for
much of speech recognition. In this paper we are primarily interested in what representations might be avail—
able to the auditory system and how it would compute them. rather than with the encoding of linguistic units.
The results of informal experimentation using a model of large scale spectral integration. however. may have
some relevance for understanding speech perception.

From casual discussions. the way many researchers seem to understand spectral integration is along the
lines of the model of vowel perception proposed by Syrdai [3] and Syrdal and Gopal [4]. The model is sum-
marised in the diagram below:

a Hzlo Bark discriminant
‘ oonversron . analysis
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In their "perceptual model of vowel recognition based on the auditory representation of American English
vowels" the formant frequencies are taken from Peterson and Barney (1952. cited Syrdal [3]). and in a second
experiment (Syrdal [3]) extracted by a formant tracker based on Linear Predictive Coding of the signal (visu-
ally verified on a spectrographic display). It is assumed on the basis of evidence Irom a spectrogram that if
two tenants are within a critical distance at each other (3 Bark) they will be integrated by the auditory sys-
tem. Linguistic classification is based on linear discriminant analysis of the values of FI-Fo, F2-Ft, Fa-Fz.
F4—F3, F4-F2. in Bark, where these differences are said to correspond to binary phonetic leatures of Ameri-
can vowels.

  

     

 

     

To call this a perceptual model. however, is misleading. Simply transforming formant frequencies from Hz to
Bark does not take account of the actual processing performed by the auditory system. or its true resolving
power. For example, just because two formants, whose frequencies have been determined from an FFT. are
within 3 Bark of each other may not necessarily mean that they areintegrated: it is not even the case, using
a more accurate auditory frequency scale than Bark, that lower formants are represented as single peaks.

It is now generally considered that the EFlB-rate scale (hereafter relerred to simply as ERB) due to Moore
and Glasbmg [Elmore accurately reflects the true resolving power oi the auditory system, On a Bark scale
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Ft may be resolved into harmonics for utterances with high fundamental frequencies. Using the EFIB scale

the F1 region is always resolved into harmonics, as is sometimes F2. The problem or estimating the lraquen-

cy of F1 from a series of harmonics must therefore also be addressed.

Algorithms proposed for F1 estimation include; calculation from the spectral envelope, a weighted measure

or either the single or the two most prominent harmonics, and a weighted measure with exceptions for high

F0 or F1 near a harmonic (Assman and Nearey t6], Carlson, Fant and Granstrdm [7]. Darwin and Gardner

[6]; Javkin et al. [9]). These approaches all seem rather mechanistic and top down; a more appealing solution

is that there is a single, simple, explanation tor F1' estimation which has so far been overlooked.

Experimental evidence for the resolution of the lower frequency region into harmonics comes from work such

as that of Darwin and Gardner [10]. They showed that a mistuned harmonic makes a reduced contribution

to the quality of a vowel. it is, in ellect. “streamed out". This would not be possible if the harmonic were not

resolved so that its lack of relationship to other harmonics could be detected. This result suggests that the

determination of Ft frequency is a post-streaming process.

In a second series ol experiments, Danivin and Gardner [111 showed that exciting a lormant by a ditterent

fundamental frequency also causes it to be streamed out. thereby altering the perception of the stimulus.

This suggests that, if phonemic categorisation is mediated in some way by spectral integration, it too should

be a post-streaming process.

Rather than postulate a separate mechanism for the integration of formants and harmonics, therefore. the

goal of the current research is to model integration as a single process, whilst also taking into consideration

other auditory constraints such as streaming Furthermore, it does not seem to make sense to have integra-

tion as being vowel specific. Following Bladon [2]. therefore, it is also suggested that integration is a general

auditory mechanism, which might be seen as a data reduction process. applied wholesale to all input.

In summary, the three main proposals which form the basis for this study are:

a Ff estimation and higher formant integration have a common mechanism, namely. large-scale spectral

integration:

b Integration is a post-streaming process: and

c Integration is a general mechanism which is applied wholesale to all streamed input (i. e. it is not

restricted to single spectral lrames or to vowel classification).

2. BACKGROUND TO THE CURRENT RESEARCH

Following Green et al.‘s [12] arguments for the use of a representational approach in Automatic Speech Rec-

ognition (ASH), the perception ol speech is considered to proceed via a sequence of representational trans-

formations. using intermediate representations in the manner proposed by Marr[13]Ior visual processing (of.

also Darwin [14). and Schwartz and Esoudier [15]). Suggestions of those intermediate representations that

might be used in speech perception, what transformations are made. and what constraints might apply at

each level. are given in Bregman [t6]. and a computational approach presented by Cooke and Green [17].

Crawford [18] and Cooke, Crawford and Brown [19] outline suggestions for the applications of auditory pro-

cessing to ASR.

In the broadest terms, the model of integration should effect the transformation shown below. The integrated

representations should then form the input for phonemic classification. It should be clear that, due to the con-

straints of streaming. intermediate representations are required. These are currently provided, in the form of

explicit timeAfrequencyamplitude representations known as synchrony strands. by the auditory model de-

veloped by Cooke [20]. A brief description of this model follows.
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explicit representations oi "
speech signal .' t y- .I ‘ integrated harmonics and

- r I iormanls within streams  we, wnhmyrnnwg _, I

2.1 Cooke's (1990) auditory model

Cooke's model currently periorms the iollowing transformation;

:wwmwwfi:mmmmmm

. ' explicit time-irequency- »
speech signal . . amplitude representations oI '

E‘ ' ' : synchronous activity

 

:raxvnamwau—jewe‘wmamaé

The initial analysis is made by a bank at bandpass gammatone iilters, equally spaced along an EFtB scale,
whose characteristics closely match findings irom physiological and psychophysical experimentation. The
frequency of the most prominent component in the output of each litter is calculated on a irame-by-trame ba-
sis, by median-iiltering the instantaneous irequency oi its output.

The responses oi iiltors tend to be determined by the most dominant local irequency component oithe stime
ulus. Each irame oi instantaneous frequency estimates, thereiore. generally contains a high degree of re-
dundancy caused by large numbers oi tillers responding to the same spectral peak. The third stage oi
processing provides a summary oi the synchronous activity within a time irame by grouping channels with
similar characteristics into place-groups. Finally, place-groups are aggregated over time to produce de-
scriptions oi auditory synchrony in the term oi synchrony strands. These are explicit time-lrequency rep-
resentations oi synchronous iilter activity; amplitude is also encoded as part at the description.

This representation will, with future implementation oi grouping algonthms such as those proposed and out-
lined in Cooke and Green [17], enable streaming to be modelled. An example oi the output oi the current
model is shown in Figure 1 (top),

3. THE MODEL

The input tothe model oi integration will be all those representations that are deemed to have originated treat
the same source:

explicit time-irequency- g . . i
amplitude representations oi expl'c" representamns 0'
harmonics and lormants harmonics and (“man‘s »
belonging m one “ream I . integrated within the stream

wave-swine? .. . Wfiwmummwrfi‘   
The current model oi integration makes the assumption that the strands produced by analysis oi a single
speaker in quiet conditions without streaming are equivalent to those that would be produced in a noisy en-
vironment after “ideal‘ streaming. The iDHDWlflg important assumption is also made: that the etiect oi smooth- .
ing at the stage at the iormation oi synchrony strands is equivalent to integration ol discrete spectmm
synchrony strands. '
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The first task was to convert the 3 Bark integration range to ERB. since this is the Irequency scale used by

the auditory model. Since the relationship between ERB and Bark scales is non linear. however. a constant

range at integration in ERB will not be constant when transformed to Bark. For example; at 2 kHz a range of
ol- 3 Bark corresponds to about +/- 3.7 ERB; at 400 Hz. however. a range M 3.7 ERB corresponds to +2.5

to -2.2 Bark, A value at 3.8 ERB was used as this oerresponds to 3 Bart tor the mid-range ol tormant fre-
quencies. The model was then "implemented’ by altering the width at the Gaussian used to convolve the
place groups in the production at "ordinary" synchrony strands to be equivalent to the chosen range at inte-
gration, -

4. INITIAL EXPLORATIONS

4.1 Representation-based experiments

A series at analyses of utterances chosen at random trom three databases were made. The utterances con-
tained all phonetic units. not just vowels. An example of one at the representations produced is shown in
Figure 1. together with the original (non-integrated) strands representation.

r... stint-k; hr m2.-cine.:a2 Inn the Hull gamma: 7 m an “at “11..

 

IraW-u'ipltnn v II amen Dan at _. \n carry in ully rag In“. Ihal.
M a m n n n. (firtikzlk \hr' i, m. 0y I ty

I
mow-tut rtr almiauuz run He rnut da‘ah‘! ~ in an [tar male

   
Figure 1: Non-integrated (top) and integrated (bottom) strands produced by analysis of utterance dr2.m-

cemOsaZ Item the TIMIT database, with transcription (centre).
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The most interesting observations were that;

a In the integrated representation. there are quite clear discontinuities at several phoneme boundaries (as
marked by the transcription) which do not show up on other representations; and

b the integrated strands produced for the similarly labelled segments tor different talkers. male and
lemale. are often surprisingly similart They also appear to be 'normalisable“ by subtracting the value at
F0 from the integrated tormant lrequencies (cl. Senetl [21])

c in synthesised utterances (generated using the Klatt [22] synthesiser). changing F0 has a non-linear
ettecl on the integration ot tormants. For example, increasing F0 whilst keeping the tormant trequencies
at a stimulus the same may result in segregation ot lormants that were previously integrated.

4‘2 Flesynthesis experiments.

Concurrent with the above. a series of resynthesis experiments was performed. Ideally. it a representation
still contains enough inlormation, resynthesis should be intelligible. It this is not the case. important interma-
tion may have been lost. This may. of course. not be the case tor representations at increasing levels at ab-
straction At the highest level at representation. synthesis lrom a symbol representing a phonemic category
is likely to be impossible. Clearly. though, integrated strands are a lower level abstraction than phonemic
categories. and. given their aim ot modelling perceptual equivalence. might be expected to allow some re-
synthesis

Synthesis lrom strands is relatively straightlonrvard. Each strand is synthesised individually as a trequency
and amplitude modulated sine-wave. and the output signal termed by summation at all the strands compris-
ing an utterance (ct. Cooke [20]), Resynthesis trom non-integrated strands is generally highly intelligible. and
retains most at the speaker and prosodic characteristics in the utterance. A number at the utterances resyn—
theslsed trom integrated strands were very clear. in particular those from temale speakers (although they ot-
ten suttered from background noise. which may havebeen due to onset transients). This included utterances
containing lricatives and stops. More rigorous testing is required to determine to what extent the intelligibility
is due to ‘lop~dclwn" processing. The main exception to the loregoing was in the resynthesis ot synthesised
utterances. The Klan-generated test utterances sounded particularly poor. and were hardly recognisable
One client of partiwlar note in cases where F0 was changed was that they were subject to quite distinct seg-
mental changes at points where torrnants ceased to be or became integrated.

5. DISCUSSION

  

     

  
     

  
  
  
  

    

 

 

The above observations may have a number of repercussions tor current theories ct speech perception. and
production, Note that the propositions outlined below are not dependent on the actual accuracy and validity
ol the model itself; they constitute a (level 1; Marr [13]) computational theory. which is independent 01 the
(level 2) algorithm used in the model.

It is proposed that integration is a post-streaming process.

There is a complicated interaction between F0 and integration. Generally. when F0 is high, tormants must
be closer together to be integrated than tor lower F0.

Wholescale integration results in interesting and unexpected non-linear eltects in the representation at spec-
tral dominances. Sections ot speech where lormants are. in physical terms, moving considerably. may be
represented by relatively static strands. Some segments which may be dilticult to segment in acoustic rep-
resentations suddenly posses almost “categorical‘ distinctions.

Although there is a certain 'noisiness‘. the outputs do suggest that segmentation at some speech sounds is
a lairly trivial matter for the auditory system. and that there is an otten remarkable intra- and intertspeaker
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similarity, in terms of temporal and frequency organisation between the representations tor the same linguis-
tic units. Whilst Stevens‘ [23] arguments for the Ouantal Nature 01 Speech are concerned primarily with the
production of speech, he does. suggest that there may be discontinuities in the auditory representation at
speech as a result at wide-scale integration (ct, also Abry. Bee and Schwartz [24]).

5,1 An appealing theory ol speech perception...

It is proposed that speech perception proceeds by a series ol representational transformations similar to
those outlined below:

a Speech is analysed by the peripheral auditory system to torm explicit representations of the components
ol the auditory scene.

b These representations are assigned to streams on the basis of auditory grouping and segregation,
c The “raw' representations within a single stream determine speaker quality and characteristics.
it Within a speech stream wholesale spectral integration over a range of around 3.8 ERB, makes explicit

the major auditory spectral dominances - “auditory tormants“ (to adopt Karjalainen's [25] terminology).
e Preliminary observations ot similarly labelled phonemes suggests that speaker normalisation might be

ettected by "subtracting" FD trom the tormants in voiced sections ot speech. The concentrations at
energy appear to be tairly consistent in trequenq. across speakers. Frioative energy concentrations
appear to remain at a constant frequency.

t Phonemic "labelling" may then proceed by reference to mental models of categories described in terms
ot the time and trequency relations between the integrated representations.

Further investigation and exploitation of this theory seems to hold some promise tor increasing out under-
tanding ot human speech perception. and for automatic speech recognition. Part of its beauty lies in its sim-

plicity. It is lair to ask. however, why it is that the representations oi linguistic categories are not entirely
uniform. There are several possibilities.
a The theory may be entirely wrong...

in which case it will not be around for long. as it is eminently testable. It should serve its main purpose.
however, in stimulating thought and discussion.

b The algorithm may be wrong.

Amongst other things. the assumption that convolution of place-groups is the same as the eflect ol
convolving a discrete spectrum produced from synchrony strands may be false. The model should also
be calibrated using data lrom perceptual equivalence tests. It should be the case that both the test
stimulus and the Subiect-set signals produce essentially the same integrated representation.
There is no point c.

d The "speech" may be wrong

It is possible that there are genuine errors in production, that are quickly corrected by teedbaok. Under
normal circumstances the auditory system may “correct' the interpretation. using a similar mechanism
to that which results in the "phonemic restoration eftect" (ct. Warren [26]). This would account for some
at the difficulties with resynthesis. When the signal is resynthesised lrom such a reduced
representation, the initial raw strands representation is likely to be as disjointed as the integrated which
may prevent more “normal' temporal integration and smoothing.

5.2 and production

It is tempting to think that the "targets" of speech production are delined in auditory terms. This reverses the
motor theory ol speech perception. by proposing a son at "production by analysis". It is proposed that the
goals at production are defined by auditory constraints. The aim at artiwlation would theretore be to produce
in the speaker the auditory representations appropriate tor the phonemic category intended. It is clear trom

420 Proc.l.0.A. Vol 12 Part 10 (1990)
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this hypothesis that. tor some phonemic categories in particular. whose perception is dependent on Iormant
integration at a crucial point. Ieedback is required (or continued acwrate production. It would be at great

interest to test this hypothesis by examining the productions at deat people. and DI subjects in experiments
where the feedback route is interrupted.

This obviously has repercussions tor strategies tor artificial speech synthesis: we might propose a method of
synthesis by analysis. Formant values could be adjusted to aim, as in the human model. tor targets defined
in auditory terms. by reference to the representations produced by anongoing analysis by an auditory model.

5.3 Summary

This paper has presented preliminary observations Irom model of large-scale spectral integration, and. more
importantly the rationale behind it. Whilst it will be clear to the reader that a great deal more rigorous testing
is required. these early results are presented in order to stimulate thought in a new direction.
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