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I INTRODUCTION

Spoken language recognition involves many sources of information including acoustic. phonetic and
language knowledge. It is also viewed as a multi-level task since acoustic pattern matching is per»
for-med on much shorter durations of time while the language parsingis performed over the identified
words ot'much longer durations. Attempts to incorporate some language processing within the acous-
tic matching algorithms have been expensive and inelegant. The communication between the acous-
tic matching engine and the language parser imposes a large amount of communicah'on between the
two and extra computing. This is alleviated to some extend by using an open loop system involving
an N-best words/sentence recogniser and a language parser. II'he acoustic maanengine produces
a number of candidate choiws for each word or sentence thus providing the language parser with
enough alternatives and flexibility to parse the spoken words It is hoped that: the correct word in
each case would be included among the top choices.

The' N-hest sentence recognition paradigm [8] [1) [4] [5] obtains the top N sentences which have the
highest scores. It is an extension of the vicar-bi word search algorithm. In Vitabi search algorithms
each hypothesis is uniquely identified not only by the words but also their found locations along the
time axis. Consequently some of the sean among top N may may contain the same words with
difi'ereat time alignments. There are many approximate versions of this algorithm which obtain
difi‘erent. sentences among the top choices [2]. All implementations ofthe N-best sentence algorithm
are bidiredional whm'e the best sentence is obtained during the forward pass and the next best
sentences are obtained during the backward pass. once the end of input is reached.

Most of the top N sentences in the sentence hypotheaw generation algorithm difi'er from another
choice only by a few words due to the nature of the dynamic programming optimization. It therefore
seems eflicient to use the raw lattice representation to include the top N sentences as alternative
phrases to words or phrases of the best sentence.

This article proposes an implementation of the N-bat paradigm which can be used with a confin-
oously running speech recogniser. Where the N—beat findings do not have to wait until the end of
the speech input, When implemenfing the N-best paradigm in continuously running mode it is no
longer possible obtain ranked sentences as the data is received continuously all the time. Hence the
next best solutions can only be described in a more raw form; for example as an aha-native choice of
phrases to the best recognised words The term N may now be used to refer to the number ofseg-
ment alternatives for each word or phrase. Hence the implementation is termed the N—hmt phrases
hypotheses algorithm.
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2 PARTIAL-THANK AND THE N-M'ULTIPLEWIS

In a 1-hest continuous speech recogniser with parfial mes-hack, the partial theory (or recognised
words) could he published as soon as all active paths at the current time instant are identified as
havinga common ancestor. [6] [7]. This is based on the finding thatall active paths could bemapped
into a use spanning out with time. A path is uniquely identified by the sequence of states at each
timeinstnncein thepast. Abranahofatreeist‘ormed when twopaths ahareacomxnonsequce of
ancestorsfiomthestartofinputuptoaninstantinthepast. Allamivepathsmappedinthisfaehionv
constitute to the tree. The locan'on ofthe oldest branch in time. L: the youngest ancestor state that is
common to all currently active paths, marks the end ofthe resolved region. The words corresponding
tothepathuptothispointintimecouldbepuhlishedasremgnisedwords. Theunresclvedregion
occupies the time between the resolved rep'on and the current instant. This region will grow with
each input frame but will he h'unuted whenever- a new or a more recent location of the oldut branch
is detected. The partial knee-back is merely the mechanism which implements this. The words
corresponding to the newly discovered common path are published as more recognised words.

In flieN-bestalgmithmtherewillheNpathsateachstateconesponding toaparfial wordhypoth-
eaisatatimeinetant. Thssepathsmaybesortedasarankedlistinwmsofdecreasingscores. This
is how it is done in the time synchronous forward search in [1]. The tree ofparu'al paths will now
contain more brancha which have a layaed skucture in terms ofranh. A branch, in addition to the
properties mentioned above. will either maintain its rank or drop ranks with time. It will become
dead when it falls out of the ranking.
Atword bonndarieswhemarankedlistofwordend mndidatesaraohtained onlythehestword

candidatetheoryisextendedtoformhew branches. Thaothersarefi-usanorflytoheueeddm'ing
the truce-hack. These branches of alternsn'ves will meet the opfimunn path at branch point. This
meefingpointmuldbeasiirrhackasthebefinningoftheinputdatsbutusuallyonlyafewword
dursh'ons away.
Althoughmany paths mformcdwith Nfimes as many hypotheses presentin the system, must

ofthe best alternative (2nd and lower mulled) paths will become frozen at various time instances to
allow only the potential candidates for the optimum path to he kept alive. The identifimtion of the
optimmn sequence of words may therefore be obhined in the usual way.

3 THE N-BESTPMSmm

lnordertoobtaintheN—bestphraminafimesynrhronousmannertheforwardsearthneedlfnbe
inta'leaved with the partial trace-back and the N-best phrase urn-action scheme.
For each input frame the forward search updates the scores associated with each state in each

word. Then the partial mcebac'tmechanism may be acfivated to lomte if more resolved regions
could be identified. If so more N-best phrases could be extracted along with the optimum words.
1h ext-act the best segment alternative. steps similar to those desaibed in [2] could be urried

out. This done by computing the min cost associated with chosing an alternative segment instead
of the corresponding upfimum one.

1. lnih'alise stack of alternate phi-as.

2. Initialize aonunulated mess cost score 3 to urn. [initialize word position l to the end in time of
the newly resolved region

3. perform hoe-back computation from t with score a , chaining back through word ends to produce
the next high-st scoring phrase. Stop as soon as the trad-hack it hits the optimum path. Output
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the words.

i. At eaeh word boundary along the knee-beck, add the excess cost, 5. to the difference between a
word lower down in the word and list and the current word. This is the lowest cost of choosing 1
segment containing this word instead of the aptimum segment, Insert the word and the score in
the stack of alternate phrases sorted by inermeing s,

. Pick the next entry or the first entry if the cycle is executed for the first time. ltmust be noted
that any further entries into the stack will only be made lower than the current segment

. Perform steps 3 - 5 recursively until the desired number ofalternatives have been obtained. A
threshold may also be imposed an the extra cost.

The fig. 1 shows a screen dump an N-hest phrases output. Below the menu is a portion ofepeeeh
data and the first line below that shows the correct annotation of the speech The second line depicts
the top recognition words with their start and end times marked with vertical bars. The boxes below
show the alternative phrases to the beat recognised words. The right and left hand edges coincide
with best word boundaries. The shades indicate the extra cost ofchoosing the segment printed inside
the 110:: instead of the best words. The boxes are not placed in the rank order owing to need to plot
as many alternatives as possible into the display tree

ice
let cal one Mn

Figure 1 Output of the N~best phnses recognieer
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3.1 Implementation issue! and unmwlved Whack

The poi-til] truce-back may in exceptional u'zcumxtauues have a large unmulved region extending a
long time into the put. This impliel thtthe two ornate live paths do not share I Gammon ancestor
unfilfar backimo the past. This is n theoretical possibility which emilts even with the 1-heat. venion

which my relult in a system to run out of Image memory. With N many times mare active paths

present It. any on: instant, the pas-ibin his large unresolved region eeeme to be greater in the
N-beet phruel generation algorithm. Thin however he: not hnppened in the experiment conducted
in thin article. Should itoecur, me oftheoldelthrancheeafthe fluecauld beprunedouton the

bllil ofitl rank until the unresolved regiun is radmzd to a manageable sin.

( THEARMEIPERJMIENT

A Kuhwurd ward HMM based word recognition experiment is carried out in order to evaluate the N-
Beet phneel obtained with the algorithm. The bank is the Airbcrne Raemumimne Mission and the
ARM hubs-e eoneieted of three report! for end: ipeaker. Speaker independent. triphene eubwonl
modelu were used in the recognition Each model had 3 states with unimodal genesian dintrihuh'onl.
These models were trained with 61 speakers. The test set. consisted ofanother 10 lpeakem. A ward
penalty of 30 wee impaled (in nature] log probabilities).

With a number of ward or phrase alternatives presented in the output. an alternative was chosen
:5 correct only ifit matched correctly I.“ the words that it would mlaoe. Figure 3. summarises the
resulte.

100

Ward Accuracy (96] 50  9 10

Figure 2‘ Word recognition accuracy ofthe ARM database.
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5 DISCUSSION

In the proposed N—hm phrsses hypotha genmfion algorithm the results do not have to wait until
the end ofthe input data to be published. The scheme also works in 8 continuous mode producing the
alternative phrases in a time synchronous way. The memory requirements therefore do not inmase
with longer sentences which may he a limitation with thebidirectional implementations. In this
implementation a maximum duration had been imposed on the alternative phrases in order to limit
the maximum size of memory used.
The proportion of the time spent in the partial twee-hack is negligible compared with the cost of

the forward search.
The recognition experiment perfiormsd on the ARMdatabase illustrates that the word errors may he

reduced at mosthy a halfwith a postprocesser which chooses appropriately from the list ofwords and
phrases. The algorithm runs about ten times slower than realfime on a 32.4 SPECmarh processor.
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