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INTRODUCTION

This paper reports the comparative recommition performance of two isolated
whole-word pattern wmatching recognition atrategles.

The strategies were investigated as part of a project aimed at developing a low
¢ost near real-time volce actuator, for use with environmental contrel

equipment and other aids for the disabled, and have been described elsewhers by
raylor [1],[2] ana [3].

Strategy A used a feature set conaisting of the total number of speech frames J
from an utterance, the first two major spectral energy peaks q;i1 and Q , per
frame, and speech frame energy Q.. Linear time normalisation was used in an
attenmpt to ovarcome temporal varfabiuty.

Strategy B used a raduced feoature set composed of the total number of speech
frames J and the first two major spectral enargy peaks Q1 and Q. per frams.
Time normalisation was baged on a symmotric dynamsic time warping (DTW)
algorithm.

RECOGNISER ARCHITECTURE

Recognition Model
The recogniser was based on the well known isolated word recognition model

shown in figure 1. The three major stages of this model include feature
meagurement, pattern eimilarity computation and the application of a deciaion

rule. ‘ ‘
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Figure 1. Isolated word recognition model

Concurrent Digital and Analoque Signal Processing
An 8 MHz 16/32 bit Motorola 68000 microprocessor was used to perform spectral

energy calculation, normalisation, and distinctive feature extraction. Thia
digital signal processing was performed conourrently with the analogue spectrum
analyzor acquiring nev framee of speech data.
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ACOUSTIC ANALYSIS
Signal Conditicning
The acoustic speech signal was detected by a head-worn Shure Brothers SM-10
noise cancelling microphone and pre-emphasised at & 4B per octave between 1 kHz
and 7 kHe. :

BFctm Analyzer

o pre-emphasised signal was passed through A spectrum analyzer based on 16
contigquous 4th ordar analogue filters, covering the frequency range 200 Hz -
7 kHx. The centre fragquencies and bandwidths of the filters were chosen in an
attempt to resolve the first two formants of voiced speech and the two major
apectral peaks applicable to voiceleas fricatives, see [2] and [3 ].

Bpeach framas

The filter bank spectrum analyzer transformed time domain representations of
the speach signal into time averagad frequency domain descriptions, known as
frames. These conaiated of 16 frequancy ralated enargy levels which
approximatad to ghort-time speech epectra averaged over a 10 ms time period T.
The framss were read sequentially from the spectrum analyzer at a 100 Hz frame
rate and transferred by the CPU to a circular memory speech buffer.

Utterance End-Polnt Datecticon

An adaptzve backtracking utterance end-point detector based on the system
proposed by Rabiner and Sambur [4] was used to locate utterance start and end
frames. A complete description of the opoeration of the end-point detector may
be found in refarence [1 ].

TEMPLATE FEATURE SET

Utterance Length

The total numbar of gpeech framep J, located by the utterance end-point
datector provided the coarsest parametor of the feature aet for both
recognition stratagies.

Major Spactral Energy FPaaks, Ql And s‘.!2

The 16 energy levels within each speech frama wara reduced to a dascription
conslsting of only the two features Qy and Q3. These approximated to

aither the firat two formants of voiced speech or the frequencies of the two
major spectral energy peaks of unvoliced speech. The voiced/unvolced decision
was based on a simple energy comparison between E,, the average speech energy 1
in the range 200 Hz - 2 kHz, and Eg, the average speech enerqgy in tha range
2.0 xHz « 7 kHe.

Bach spactrum ordinate energy e, was obtainsd by calculating the squ&re value
of each ordinate amplitude i,, as asuggested by Schafer and Rabiner [5 ]-

The speach signal was treated as volced if
c(nvl » B!
wvhere a was an empirically optimised scaling factor of 0.8.

1)
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Filgure 2. Construction of feature patterns

-Utterance FPrame Energy, QS

The normalised spectrum energy Pey caloulated for every frame within an
utterance was used as feature Qa n racognition strategy A. ‘

Bﬂj wag found by dividing each averaged spectrum frame energy levael =gy by
the mean energy value B of the complata utterance, as shown in aquation (3).

The mean utterance energy value E was found by the summation of all frams
energles =gj, divided by the number of frames J, see equation (2).

J . J .
1 S (agy)ad 1
e mt > (glel > LS e (2)
3=1 =1 n=1
15273 2130
Ha 16
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Referance Templates
Reference Templates for recognition stratagy A were constructed from speech

features go that a word of duration J X T saconds would be charactarised by
Q1 X J, 02 X J and 03 X J feature pattarns,

Rocognition strategy B used refaronce templates characterised by only Q1 X J
and Q2 X J feature patterns.

Figure 2 shows the construction of typical featurae patterns 0OV X J, Q2 X J and
Q3 X J for the utterance "SIX'., The figure also shows how the Q1 and Q2
features were extracted from an example frame of speech data.

Smoothing algorithm. The feature patterns Q1 and Q2 shown in figure 2 contain
saveral arroneous data points subsequently removed by a median smoothing
tochnique suggeated by Rabiner et al [6 ].

TIME NORMALISATION

Linear Time Normalisation :

K Ilnear tlme normalisation algorithm was used in recognition etrategy A as a
compromise betwean robuat normalisation and real tims operation. The algorithm
stretchad the tima axis of an utterance so that every featura template always
contained J' data polnts, where J' was the maximum number of frames allowed for
a valid utterance. The generation of additional data points was achleved by
applying an interpolation technique between known frame values [1 ].

KRon Linear Time Normalipation N

A symretric Dynamic Time Warping (DTW) algorithm was used in recognition
stratagy B which has been well described by Sakce and Chiba [7 ]. The
formulation for the dynamic programming calculation is the recuraive expression
veproduced here as equation {(4). Purther descriptions may also be found in [2]
and [3 ]. Although improved recognitlion performance was axpected with this
algorithm it was also anticipated to be at the expenae of real-time oparation.

gli=1,J-2)+ 2d(i,i-11+d((,})
gli,jl = min | gli=1,j—1}+ 2d(i,J) (4)
gli=2,j=1)+ 2d{i-1,j)+ d{{,j}

RECOGHITION EXPERIMENTS

Two gets of recognition trials were conducted with four differant vocabularies
gpoken by five adult male and five adult female naive speakers, in an
acoustically noisy laboratory. Hone of the ten subjects chosen for the teasts
was allowed any axposure to the recognition system prior to the recognition
tests, except for the time necessary for input amplifiar gain adjustmants. The
background nolps sound preseure level was 66 4BA with short-tarm acoustic noise
tranasients of 79 4BA.
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Lexicons
The vocabularies used in the trials consisted of three 10 word lexicons and a
30 word lexicon consisting of the other three lexicona, see Tabla 1.

Table 1. Word and syllable contents of the four tested laxicons

Laxicon 1 Lexicon 2 ) Lexicon 3

wWord Syllable Word Syllable Word . Syllable
Content Content Contant

Zero 2 Birmingham 3 Alrconditioning 5
One 1 - Mancheatar 3 Central Heating 4
Two 1 Aberdeen 3 Telavision 4
Throae 1 London 2 Telephone k]
Pour 1 Edinburgh 3 Down 1
Five 1 Newcasatle 3 Off 1
Six 1 Laeds 1 Radlo 3
Saven 2 Belfapt 2 Lighting 2
Elght 1 Cardirf 2 On 1
Nine 1 Glasgow 2 Up 1
Average Syllable | Avarage Syllable Average Syllable
Contant = 1.2 Content = 2.4 Content = 2,5
Lexicon 4 Combines Lexicona 1, 2 & 3 and has an
Average Syllable Content = 2,03

Structure of B'.‘El riments
Training. The recogniser waa trained by every subject in order to ganarate two
templates for every word in each lexicon under tast.

Recognition. The recognition procedure was conducted with the assistance of an
obgerver who recorded the words racognised by the machine and snaured the tests
ware carried cut in a consistant manner. During the performance tests the
confidenca and rejection thresholds within the recogniser were dipabled in
order to force a racognition decislon.

Recognition Decision
The racognition decision rule was aimply based on the Reference Teuplate which
produced the lowest normaliged total distance ecore during the aimilarity

computation.

ﬁr{_o%e_as_j&. The microphone uaed by ths subjects was initially set to
a fixed digtance from the side of each subject's mouth using an expandad
pelystyrene alip gauga. During the performance tests the correct positioning
of the microphone was regularly checked. .
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RESULTS

Confusion matricea

Tablaa 2 and 3 are the confusion matrices for the combined malo and female
subject groups speaking the lsclated digits contained in lexicon 1, using
recognition stratagiea A and B respectively.

Table 2. Racognition Strategy A. Confusion matrix obtained from 5 naive
femalos and 5 naive male speakers using lexicon 1 (digita 0-9)

RECOGNISED WORD
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Table 3. Recognition Btrategy B. Confusion matrix obtained from 5 naiva
female and 5 naive male speakers using lexicon 1 {digits 0-9)
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titative Recognition Performance

From a comparative examination of matrices obtained using the two recognition
stratagles, it is clear that strategy B gives suparior parformance.

The wide spread of confuaions shown in Table 2 are so scattarad it la virtually
imposgible to estimate how such misrecognitions could have occurrad. Some of
the confusions shown in Table 3, however, are far more predictabls,
particularly whare the 'Pive' 'Wine' confusions occurred. Por these digit
confusions it may be assumed that the initial fricative /£/ from the digit
'Five’ was lost in background nolge; subsequent volced frames, however, wara
found to match againat those from the refarence templats 'Nine'. This teamplate
then rseturned the lowest overall distance penalty and was therafore recogniged
as the spoken word.

The differences ln overall recognition accuracy may be seen by comparing the
recognition results obtained using strategy A, tabulated in Table 4, with the
results using strategy B, tabulatad in Table 5. The Aifferences in racognition
accuracy for all speakers and lexicons are represented in Pigura 3. It ia
ghown that, for every speaker and lexicon, strategy B gave superior
performance, the minimum difference being 10% and the maximum 46%. The avarage

improvement in accuracy for all ten speakers and all four laxicong uaing

gtrategy B was 26%. o
]
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RECOGNITION ACCURACIES FOR TEN NAIVE SPEAKERS

[E) — RECoMron SIRATEGY A
FEATURE SET INCLUGES PI1 {0y xJ), PKZ (D34), ENERDY
(Gyet) BMO FRAME COUNI J: LINEAR TIME MORMALISATION

(8) — RECOGMITION SIRAYEGY B
FEAIUAE SET INCLUDGS PK1 (D)), PKZ (Gont) AND
FRAME COUNY J: MOM LINEAR TIME MORMALISATION
(OVRAME TIME WARPING)

Plgure 3. Comparative recognition accuracies

The increage in digit recognition using the DIW stratagy, 1s worthy of furthar
comment, as it is contrary to the findings of White and Neely [a]. In thair
expoeriments they found no- differeance in digit recognition accuracy when using
either linear or DIW basad recognition algorithms.

Post Utterance Processing Delays
The recognition atrategy which used linear time normalisation gave a post

utterance processing delay of no greater than 200 ma. The DTW based steategy,
although more accurate, had a conaiderably extended poat utterance delay of up
to 3 5 for the same 30 active word vocabulary.
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Table 4. Strategy A Recognition scores for naive female and naive mala
" gpeakers, recorded for avary lexicon

Recognition accuracy scores in percantage (%)

Avarage Average
Bpeaker| Aga |Lexicon Number |Racogni-]Speaker| Age |Lexicon Number|Recogni-
Pemala |Years|1 2 3 4 |tion Per]| Male Yaars|1i 2 3 4 |tion Par

Speaker Speaker
A 25 68 72 74 56 67.5 A 36 Bé 76 88 83 B83.2
B 31 S0 70 42 40| s0.5 ] 33 |68 68 5S4 57| 61.7
c 3@ |78 76 82 &84 75 c 21 62 76 62 66 66,5
D 28 76 56 62 60 63.5 D 37 62 74 76 66 69.5
B ,35 56 66 52 61 58.7 E 32 84 70 64 &B .5
Avarage recogniticn Average racognltion
aceuracy = 65 68 62 56 accuracy = 72.4 72.8 68.8 68
par lexicon for female speakers per lexicon for male spaakers
Average recognition Average recognition

accuracy for female apeakers = 613.04%|accuracy for male gpaakarsa = 70.48%

Table S. Btrategy B Reoognition scores for nalve female and naive male
speakers, recorded for every lexicon

Racognition accuracy scores in percentage (%)
Average ' Avaerage
Speakar| Age |Lexicon Mumber|Recogni-|Speaker| Age |[Lexicon Number|Recogni-
Pemala fYaarsfi 2 3 4 tion Per| Male |Years|l 2 3 4 |tion Per
Spaaker Speaker
A 26 |96 96 88 91 92.7 A 37 196 100 98B 93.3]| 96.8
B 32 190 54 99 67.3 | "B4.8 B 34 [8a 98 96 BB 92.5
c 319 |94 96 92 92 93.5 c 22 |94 98 90 94.6| 94.1
D 29 192 92 92 92 92.0 D 38 190 100 94 93.3] 94.3
E a5 86 96 90 92.6 9.1 B 33 94 100 94 96 96.0
Average racognition Average recognition
accuracy = 91.6,94.8,90, 87 accuracy = 92.4,99.2,94.4,93
por lexicon for female speakera per lexicon for mile speakers
Average recognition Avarage recognition
aceuracy for female speakers = 90.8% {accuracy for male epeakers = 94.7%
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CONCLUSIONS

The results show that for recognition systems based on minimal distinctive
features, dynamic time warping makes a far more significant contribution to
recognition accuracy than an additional descriptive feature such as utterance
energy. So significant is the increase in recognition performance that it may
be concluded that even low cost systems should be designed with dynamic time
warping, or similar techniques, before attempting to increase the number of
descriptive features employed in the speech pattern. Although the extra
computation load of a DIW algorithm will cause a significant increase in
recognition transaction time, this may be reduced ueing variable frame rate
data acguisition techn!.quee.
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