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SUMMARY

This paper describes experiments with a speech recogniser using whole-word models and linear discrim-
inants for its spectral representation in the framework of an Alvey demonstrator for an air waffic conwol task,
The demonstralor task and specification are first set ouL Afier a brief account of the speech ouipul companent,
the implementation of the recognition hardware is described. Three series of recognition tests are then described.
In the first, the performance of the new hardware iz shown 10 be superior to the best previous hardware in
speaker-independent tesis with normat and with speech in which the loudness and voice quality is varied. In the
second, the absolute performance of the sysiem is tested on seniences from the demonsuawr task. Finally, the
third series provides resulis to allow comparison on a common database with a sub-word modelling system,

1. Introduction

In 1988 Marconi Speech and Information Systems {MSIS) wok over the leadership of the DTI-fonded
Alvey Large-Scale Speech Technology Demonstrator Project. The rebom project has as partners the Centre for
Speech Technology Research (CSTR) at Edinburgh University and the Human Sciences and Advanced Technol-
ogy Unit (HUSAT) at Loughborough University of Technology. In addition, MSIS augmenied its own research
effort with a small tcam in a sister organisation, GEC Hirst Research Cenwe (HRC).

Early in the life of the new project it was decided thar instead of having it culminate in a single large
demonstrator, a serics of demonstrators would be produced in suiges spread over the duration of the project. To
reflect this revised Entention, the project was renamed the Alvey Imegrated Speech Technology Demonstrator
(ISTD).

The first demonswator in the series, a system for the UK, Civil Aviation Authority (CAA) iniended 10
help air traffic controllers, was planned 10 be based entirely on existing MSIS technology. In the event, how-
ever, lechnology was developed for the demonstrator that, despile exploiting existing MSIS hardware, neverthe-
less represents a radical new depanure for the company. Tt incorporales an acoustic representation derived using
lincar discriminant analysis (LDA).

The demanstrator was delivered for. user evaluation around Christmas 1989 and some preliminary results
were published{1). However, technical developmenis have continued since then, and commercial spin-olfs from
the demonstrator hardware have been produced. Also, while this demonstrator used whole-word medelling,
some later demonstrators will be based on sub-word modelling. The task demain of this first demonsirator has
recently scrved as a test-bed for the direct comparison of whole-word modelling with sub-word modelling
schemes developed al CSTR and at HRC. . . .

The purposes of this paper are somewhat larger than the tille suggests. They are: (i) lo describe the wsk
that the first demonstrator was required wo fulfill; (i) 1o describe the technology that was developed o meet the
requirement and the technical evaluations that were camried out on i and (iii) w describe some recent 1ests
using a common database with two sub-word modclling schemes.
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2. The Air Traffic Control Task

Al} aircrafi flying in a particular area of UK. air space called a sector are under the conwrol of an indivi-
dual air yraffic controtler. Information on each aircraft in the sector is recorded on 2 strip of paper known as a
flight strip (Fig. 1). All the strips for the sector are displayed on a board in a definite ordcr. When an aircraft
leaves the szctor the comesponding strip is handed to the controller responsible for the sector it has eniered,
Changes to Aight data — for example to the altitude or expected arrival ime of the aircraft — are marked by
hand on the strip.

The CAA has recently developed an experimental elecironic flight sirip sysiem, in which images of flight
strips are presented on a graphics terminal, The data on these flight strips can be updated using a mouse and
keyboard, Such a system offers many advantages over the current paper method. For example, several operators
can have simultaneous access (o the same information, and the data can be recorded in a log avtomatically.

The purpose of the first ISTD demonstrator was to explore the possibility of using speech as an aliemative
methed of updating the information on the electronic flight swrips and congolling various sysiem management
paramelers,

3. The Task Specification

The task specification called for a “*closed community™ speaker-independent continuous speech recogni-
tion system. We took this 10 mecan that the users of the system would have contributed w its training,. but that it
should not need to be given the current user's identity.

Aler analysing the task, HUSAT produced a vocabulary tist of around seventy words and a finike-state
syntax specifying allowed input sequences for an example containing thirteen strips identified by aircraft call
signs. Off-line tes1s used a modified version (Fig. 2) of the opriginal synwax[1] which excluded irrelevant emor-
comection options. ‘ .

To avoid confusions over distonting mdio finks, air waffic controllers use special pronunciations for certain
digits: tree for three, fife for five, and niner for nine. Users of the recognition system were thercfore required o
adopt these pronunciations. This had an unfortunate effect in some demonswations, since awdiences unfamiliar
with gir raffic control practice mistakenly 1ock it that the non-standard pronunciations had been introduced to
help the recogniser.

The specification also called for spoken output 1o confimm the information received by the sysiem and to
issue wamings. The requirement here was for a system which could use encoded natural speech but which was
capable of being upgraded 10 a wxi-to-speech sysiem. As the next section will show, the approach taken 1o
speech output matched this requircment litcrally.

4. The Speech Output Component

Linear Predictive Coding {LPC) is a well established technique for encoding speech signats, and it is wel
known that the quality of the analysis in voiced sounds can be improved by performing it in synchrony with the
quasi-periodic glottal excitation. Usually, the synthesized speech waveform is generated by exciting the filter
specificd by the LPC analysis with. random noise for voiceless sounds and with a fixed waveform, most com-
monly a single impulse, in- voiced sovnds. If, however, the filicr is excited by the prediction crror signal, the
LPC residual, the original waveform is recovered exacily, This, in itsclf, is an uninleresting process, because
nothing is achicved. Howcver, when the speech is recorded carcfully and the amalysis is carried out in syn-
chrony with the excitation, the residual in voiced speech is dominated by an impulse at the insiant of gloital
closure and there is particularly litthe activity in this waveform in‘the region around 80% of the distance towards
the next excitation peint. By modifying the residual at this point — deleting samples or inserting zerg-amplilude
samples — the duration of the glottal cycle, and hence the fundamental frequency. can be manipulated. Also,
by deleting or repeating whole glowtal cycles the speech rate can be increased or decreased. Experiments cammicd
oui in Canada[2] have shown that a wide range of prosodic modifications can be gencraled in this way without
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any detectable degradation.

Some of Lthe most elfective exi-to-speech systems have been based on the concaenation of diphones(3).
Much of the limitation in quality in these sysiems comes from the degradation imposed by the speech coding
scheme used, typically conventional LPC. As had been proposed earlier{2], this source of degradation can be
removed compleiely by using the modified residual method just described.

As a first sicp (0 a real-lime texi-to-spesch synthesizer of this kind, workers at MSIS developed real-time
synthesis with a modified residual on an LSI DSP32C board. In early implementations of the demonstrator the
synthesizer was used simply 10 reconstruct recorded phrases. However, in ¢lose collaboration with colleagues at
CSTR[4) a diphone inveniory has been recorded from the same speaker and the phrases have been constructed
from these diphones. We are particularly encouraged that as well as having high intelligibility the speech recon-
structed in this way clearly preserves the identity of the speaker. We see this property being imporant when a
large corpus of recordings exists for a speaker who is no longer available and a few more words nced (o be
added 10 the corpus in the same voice.

5. Real-Time Speech Recognition using Linear Discriminants

In Canada one of us (MJH) had developed acoustic representations using LDA and called IMELDA([5].
The derivation and properties of IMELDA representations are described in another paper in these proceed-
ings[6], and that paper should be rcad in conjunction with this one.

Two versions of IMELDA have been used in the work described here: a version using only static speciral
information called IMELDA-1 and a version incorporating both static and dynamic (spectral change) informa-
tion called IMELDA-2.

The Canadian IMELDA implementation used the output of an FFT-based simulated mel-scale filier-bank,
while MSIS hardware used a true mel-scale digital filier-bank. The published IMELDA results were first repli-
cated on the same database and with the same recognition algorithms, An IMELDA representation was then
derived for the MSIS IR digital filicr-bank and the performance of the two versions was compared. Although
there appeared at’ first to be an advantage for the FFT-based version in noise and for the direct filter-bank ver-
sion in other conditions[7), we naw believe this 10 have been due 1o slightly different levels of spectral thres-
holding in the two implementations. More recent comparisons between an FFT-based IMELDA-2 and an IR
based version (Table 1) show no systematic differences. There are, however, tradeoffs to be made in computa-
tional cost and memory requirements between the tweo methods, and the balance of advantage depends on the
number of channcls in the filier-bank and the frequency with which the specirum is 10 be sampled. Both ver-
sions of IMELDA are massively better than a mel-ceplrum representation.

In the Canadian wark, spectral frames were estimated every 6.4 ms, and dynamic parameters were derived -
by linear regression over seven consecutive frames, In the real-lime implementation, howcver, lrames were
estimated only every 16 ms, and lincar regression (which then reduces to simple subiraction) was applied over
Just three consccutive frames. This change degrades performance somewhat, particularly in noise.

Experiments showed, on the other hand, that the limited precision integer arithmelic uscd to compule the
spectral representation in the MSIS real-time frontend did not seripusly degrade pecformance. Howewer, a
more severe limilation is presenied by the arithmetic used in the distance calculstions in MSIS hardware. In onc
implementation, nineieen four-bit channels are available. IMELDA-1 had been found W be best with just eight
cocfficicnts and IMELDA-2 had becn used with Just twelve (though we currently believe that scventeen is closer
1o the optimal number). Mareover, the variance of the first few cocfficicms is much greater than those of the
later ones. Encoding IMELDA coefficicnts direetly such that the first coefficient did not overflow the four-bit
range would have meant that the last cocfficiont would occupy 2 range of only about two bits, while up 10
eleven channels would be Jeft unused. The loss of numerical precision that this would eatail would be expected
1o degrade recognition performance scriously,
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For IMELDA-1 our solution was to project the representation back into the spectral domain. LDA can be
seen as a rowtion followed by a scaling. a further rotation and finally a truncation. By adding the inverses of the
two rowtions, the transform is projecied back into the original parameter space. Since rotations do not affect
Euclidean distances, the normal LDA represenwation and its back-projected version have identical pattem
classification properties. An IMELDA-1 representation derived from, say, a nineween-channel flier-bark can be
converted back Lo a nincteen-channel representation with roughly equal variances across the channels, Four bits
per channel are then adequate. There is, moreover, a further advantage in that the *‘spectral IMELDA'" shows
clear formant swructure and can be interpreted visually, unlike a normal IMELDA. It was therefore possible 1o
verify that the processing in the real-time front-end was warking properly.

This solution was not available for IMELDA-2, since Lransformation back 1o the spectral domain would
gencrale twice as many paramelers as there are channels, Insicad, a new orthogonal transformation was
developed that can spread the information in the twelve parameters over the larger number of channels and
make Ihe variance in each channel exactly equal. Since it is an onthogonal wransformation, Euclidean distances
are unaffected,

IMELDA was first implemented in real-ime in a stand-alone recognition sysiem derived from the
ASRI000 flyable recogniser{8}. This hardware was later developed into the MR4 recogniser, the name signify-
ing Marconi’s fourth generation continuous speech recogniser, While ASR1000 comprised two separate entities,
a flyable recognition unit and a ground-based waining station, MR4 combined them into a single box. The
introduction of IMELDA added anly 6% to the front-end computation, and coutd easily be accommodated in the
ASRI000 hardware. More recendy, an IMELDA-based PC-card recogniser has been produced, giving recogni-
tion performance comparable (o that of MR4 in a much smatler, incxpensive unit.

6. Training the Demonsirator Recognition System

The requirement for closed-community speaker independence could have been met by using multiple tem-
plates, one for each speaker. However, this approach could not be extended 1o true speaker independence, and it
would reduce the size of vocabulary that could be used. We therefore decided 1o allow ourselves just one tem-

plate per word in the vocabulary, though a few words such as feff and right were assigned templates both with
and withoul a released /Y.

For our wraining specch we used one example of each word in the vocabulary spoken in isolation by six-
iecn male speakers. This arrangement was a result of time limitations and cenainly does not give optimal
recognilion performance. We know that true speaker-independent recognition accuracy is improved by increas-
ing the training population 10 at least 64 speakers per sex (all tests here are with male speakers) and that con-
tnuous speech recognition is much improved with embedded training, which MR4 can perform.

Similarly, it would have been possible to derive an IMELDA transform from the wraining speech, thus
exploiting the small advantage gained from deriving the transform from the same vocabulary on which it is to
be wsted. However, since it would not always be practicable (o derive & new transform for each application, we
decided 1o use the IMELDA wransform derived from the digit database used in Table 1. This contains only
North-American speakers and includes noise and speciral-ilt degradations, even though such degradations were
not o be encountered in the tests.

The syntax was specified using a graphical syntax editor and compiler, in which syniaxes can be drawn
and edited on a PC screen with Lthe aid of a mouse.

Early tesis of the sysiem showed a need to allow pronunciations of *“10™* in “‘descend 10" and *'climb 10
with both 2 reduced vowe] and an uareduced vowel as in the digit “'two™",
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. Speaker Dependent Speaker Indepzndznt
Representation ) N T Q N T
melcepstrum 1.00 18.30 71.20 530 288 76.40
FFT-IMELDA-2 0.00 1.11 0.07 0.52 222 0.89
JIIR-IMELDA-2 0.00 0.82 0.00 045 267 1.34

Table 1. Percentage eror raws for quasi-isolaicd-digil recognition tests with 1348 digits from 9 male speakers.
Three test conditions: (Q) undegraded, (N} additive white noise to give 15dB SNR, and (T} 6dB/octave speciral
tlt.

7. Performance Evaluations
i} Comparison with Existing Technology

To test whether the technology developed for the demonsiratoc represented an advance over the best pre-
vious technology at MSIS, it was compared directly with an ASR1000 in closed-community speaker-
independent and true speaker-independent digit recognition tasks, The templates were derived from the single
isolated-word examples of the digits provided by the sixieen speakers for the demonsirator, Five of these speak-
ers were then chosen as iest speakers for the closed-community 1ests and a further five male speakers not
included in the training group were chosen for the true speaker-independent tests. The MR4 hardware was
tested with an early IMELDA-1 ransform as well as with a later IMEL DA-2 version.

It was quickly apparemt that the emor raes for normally spoken isolated digits with IMELDA-based
hardware would be 100 fow 10 measure reliably. Consequently, as well as having each iest speaker produce a
hundred normally spoken isolated digits, he was asked 10 Produce fifty examples shouted (roughly 12 dB louder)
and fifty examples spoken softly, almost whispered (roughly 12 dB quieter). Fifty continuously spoken three-
digit groups were alsa collected from each test speaker.

The purpose of the sofily spoker and shouted digits was twofold: first o test the tolcrance of the
recognisers o level variation; and second to 1251 their tolerance to changes in veice quality. The second of these
properties was measured by roughly correcting for these level changes in the loud and soft speech. The shouted
specch then resembles that of somoone under stress or with noise in the ears, while the sofl speech has some of
the qualities of a speaker with laryngitis. All these conditions might be expecied to occur in a real application.

It would have been possible 1o train an IMELDA wansform for the kinds of speech variations just

described, bul the aim of the 1ests was 10 see whether an IMELDA trained on other kinds of degradations could
cope with them.

As Table 2 shows, the performance of MR4 with IMELDA-1 was much better than that of ASR1000 in
all conditions, and IMELDA-2 brought further improvements jn most conditions.

In many conditions the true speaker-independent performance with the speakers outside the wraining group
was not markedly worse than the closedcommunity performance. This was a swprising result given the small
size of the wraining group and presumably reflects the speaker-normalising character of IMEL DA representations,
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X Clased-Community Speaker Independent Tests
Recognizer N Sc 5 Lo L C
ASR1000 2.20 6.40 38.80 10.00 12.80 9
MR4 IMELDA-] 0.40 240 11.60 - 2.80 0.40 069
MR4 IMELDA.2 0.00 0.80 10.80 .20 0.80 .26
. True Speaker Independent Tests
Recognizer N S 5 e L c
ASR1000 1.20 8.80 5120 6.00 39.60 538
MR4 IMELDA-1 0.00 280 16.80 3.60 10.00 1.75
MR4 IMELDA-2 0.20 1.20 15.60 3.20 9.60 0.53

Table 2. Percemage error rates for closed-community and true speaker-independent digit recognition 1ests. Five
test conditions: (N) spoken normally, (Sc) spoken softly with level compensation, (S} spoken softly, (Lc) spoken
loudly with level compensation, (L} spoken loudly, (C) spoken continuousiy.

if) Tesis with the Demonsirator Sentences

To test performance on the demonstrator task, a total of 250 random seniences averaging nine words in
length were recordsd by five speakers belonging w0 the aining grovp. The response of the recogniser when
repeatedly presented with these recordings turned out to vary slighily from one occasion w the neat, sometimes
giving just one and sometimes giving just two substilution errors: comesponding to phrase error rates of 0.4%
and 0.8% respectively, and word error rates of 0.04% and 0.09%.

ifi) Experiments for Comparison with a Sub-Word Modelling Sysiem

As mentioned in the introduction, CSTR's speech recognition activity has been directed primarily wowards
sub-word modelling. Although this first demonstrator was always inicnded 10 use whole-word modelling, it
offers a suitable 1est-bed for comparison of the two approaches.

tnlike many sub-word modelling systems demonstraicd elsewhere, CSTR’s approach has towal separation
between the vocabulary from which the sub-word units are derived and that on which they are tested. The sys-
tem developed for the Alvey project is, however, speaker dependent

CSTR recorded a iotal of $9 syntactically valid test sentences for four male speakers for the demaonstrator
task. Speaker-independent recogniton tests were performed using a demonstrator simulation and word models
that were crealed from the 16 MSIS speakers for the first demonstrator test. These results are given in Table 3.
The simufation was chosen in preference 10 the real hardware for reasons of speed in performing the tests, Pre-
vious experiments on other databases have shown the simulation 10 be an accurae representation of the
hardware.
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Speaker GSW HXB IMR PMS
Phrase errors (%) 5 59 6 9
Weighted word errors (%) 08 4.5 08 10

Table 3. Speaker-independent recognition results with the CSTR demonstrator sentcnces, The weighied word
errof rale counts insertions and deletions as hall errors(9).

It is difficult W compare these results with those from CSTR for various reasons, which include: (i}
CSTR’s tests were speaker-dependent; (i) the syntaclic constraints were applied differeniy; (iii) CSTR used a
10kHz sampling rate for front-end analysis whereas MSIS used 8kHz

The poor performance for speaker HXB can be auributed 1o the large differcnce belween his accent and
those used to create the speech models. The lower perfarmance of these speakers as a group compared with the
MSIS speakers could be due 10 their not belonging 1o the wraining group — though the digit recognition resulis
in @able 2 suggest that this is not a major factor. The fact that the CSTR speakers, unlike the MSIS speakers,
lacked expericnce in using the real-time demonstrator sysicm may be more imporant
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Figure 1. Example fight sxrip.
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Figure 2. Simplificd recogniser syntax
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