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0 . Introduction
This paper explores an alternative approach to delta-sigma modulation for generating a 1-bit serial
code. where a relaxation upon the constraian dictating closed~loop stability enables higher-order
loop filters to be used withcorresponding gains in target signal-to-noise ratio.

Although the txltnique has a broader application in communications and digital si al processing.
we restrict our investigation to the digital-banalogue interface required in high ormanoe digital
audio sySIems. Our intention is to devise a digital to analogue converter with greater complexity in
the digital domain but with a corresponding simplification in analogue processing. Such a
methodology can. in principle. bypass many of the inherent static and dynamic errors found in
more conventional converters and also offer a decorrelation of systematic errors resulting from
hardware imperfections.

Since 1947 [1-34]. there has been extensive investigation of the process of delta modulation.
Traditionally, the technique was envisaged as a means of analogue to digital conversion for
communication channels and subsequent research spawned numerous methods of enhanced
communication efficiency using adaptive conuol for bit rate reduction, However. the use of
adaptive techniqum inevitably reflects parametric related distortion with associated deviations from
a nationally linear process. In our present application we are not so directed and follow a route that
aims to achieve near-linear audio conversion commensurate with 16 to 18 bit resolution. Also. the
signal source is already assumed to be digitised and in CD format 44.1 kHz by 16 bit (or similar
standard). so our processing is digital except for final analogue reconstruction.

Philips [33] have already investigated this means of conversion and developed a 2nd-order
delta-sigma modulator capable of a commendable performance just below that required for the
highest performance digital audio systems. Also. earlier papers by Goodman [15] have
demonstrated the technique of deltamodulation to pulse code modulation; uansformation and
Adams [28] has used adaptive deltamodulation as a technique to digitise audio signals.

We commence our study by reviewing the basic processes of deltamodulation and delta-sigma -
modulationasapreludetoamoiegeneralsn'ucturetobepresentedinthispaper.

l . Principles of deltamodulation and noise shaping
The deltamodulator shown in Fig.1 is a method of converting a multi-level or continuous signal to a
l-bit serial code such that the serial code. when filtered. forms a close approximation to the input
signal.

In general. the coding scheme consists of a recursive loop. where A and B are respectively forward
path and feedback path filters. Q an amplitude quantiser usually restricted to two-level quantisation
and S a time quannser to force the output pulse sequence into discrete time slots. Consequently. the
input data is quantised in both time and amplitude [20, 21].

It is evident that the input signal must traverse the quantisers Q and S and that Q introduces extreme
levels of quantisation noise. However. the process sampling rate greatly exceeds the Nyquist rate
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and. together with the networks A, B. the uantisation distortion is noise shaped to locate the
majority of system error above the audio base and (here assumed 20 kHz).

Although the closed-loop response is determined by the combined transfer function AB. the system
can be matched to the input tra. For example, such demarcation of A and B is seen in the
classical strucntres delta mod tion [1-4] and delta-sigma modulation [8.9] where Fig.2 illustrates
these systems for a first-order loop.

in reviewing the operation of these two classes of deltamodulationdt is important to observe that
they are essentially identical. only differing in the point of signal entry. where for a first order loop.

l
chT .. 2.1

Fig. 2(a) reveals that to reconstruct the input signal with minimal linear distortion. the output pulse
sequence P(n‘t) must be shaped by a network (here an integrator) that is ihnIical to that of the
feedka transfer function 3. This strategy moves against our requirement of generating a
two-level serial bit stream. Consequently. we only consider a network derived from Fig.2(b)
where A is a noise shaping filter and B = l.

Reseamhhmbeendhefiedmwmdsenhmchgmecodmgpafmmmoedmehsicmpdogymhae
ifwerejectadaptiveprocesses theremainingaltemarivetstoinoreasetheotdaofthenetwotkA by
using multiple integrators to enhance noise shaping. For example, two integrators will induce a
noise shape proportional to f2 while a single integrator only achieves f. the implication being that
the greater loop gain enforces a lower error level. This is the clanieal method followed from the
earliest papers [1-4].

However, in attempting loop orders >2. limit cycle instability is introduced where the constraint
imposed by the 2-level quantiser Q is too restrictive and minimal coding achievement results. no
key to controlled stability with high-order loop filters is to extend the quantiserrange to multiple
levels, together with an effective non-saturating transfer characteristre. Amalia
high-frequency predictive shaping is incorporated, simulation now shows [ 3 .34i that
controlled loop stability induces intelligent dither and achieves the desired noise shaping
characta'istic. >

In the next Section. we present an extension to this work and introduce a two-Sta delta-sigma
modulation type structure using acombination of high-order noise shaping and a m ti—level to -bit
transformer.

2 . Two-stage mum-level to 1-bit transformation
The task is to take a digital audio signal M bit by in Hz and convert it to a two-level signal at a
higher sampling rate. Le. a signal 1 bit by {33 Hz. In the scheme there are three processes, a
sampling rate increase using interpolation followed by a two-stage algorithm to implement the level
transformation from M bit to 1 bit However. in this study we assume perfect interpolation and
consider only the unto-stage level transformation.

The two-stage converter uses a combination of recursive noise shaping. together with a
feedme Open-loop look-up table. The first stage operates as described In earlier studies v
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[30.32.34] and combines a noise shaping filter together with a multi-level quantiser. a process that
has been shown to achieve a substantial reduction in data word length without incurring a
significant noise penalty. This reduction in word length is directly attributable to the added
redundancy obtained through an increase in sampling rate. Hence. the output of the first level
compactionalgorithmisNhitby fawhereN< Mand fsl <f52<fg

By wayofexample: is] = 44.11:th = 11.264Ml-Iz. M =16bit,N :2 4biL

The second stage of the level transformer takes the N bit by fa signal and using a predetermined
look-up table. generates a serial bit sequence 1 bit by fag. The advantage of this scheme is that the
first recursive stage is not constrained by a two-level quantiser 'which can result in limit cycles.
while the non-recursive but truncated look-up table exhibits no stability limitations.

The basic system is shown in Ft .3, where the first stage of level transformation is an optimal noise
shaper [24.30.32.341 of gen Our earlier study [ 30.34] demonstrated using computer
simulation that for a 4th order some shaper. a typical output sequence spanned a level range of
about 16 quanta. yet still achieved a SNR in excess of 100 dB. Consequently. in this example. the
look-up table must translate the sample amplitude into a serial hit pattern with a length that can
accommodate sixteen levels.

Since there is no one unique code set for implementing this conversr'm. criteria mun be determined
ft! establishing an eficiem code table. In the next Section we review the method by which selected
pulse patterns can degrade the coding performance and present a selection procedure for choosing
enhanced codes for the final open-loop level transformer.

3 . Dlstortlon mechanism and optimal code selection in N to 1 hit
transformers

The level compaction algorithm of the noise shaper produces a mold-level output signal. where each
sample is assumed constant for a period Ufa. The N to 1 bit code conversion takes each level and
using a sequence of 1 bit samples. of period l/fsz. produces a waveform which. when averaged
over l/fsz. has the same value as the input sample. This process is demonstrated in Fig.4, where.
for illustration. fa: = 8rd and the input sample is of 4 units.

However. although this example demonstrates how a simple average defined sequence selection
operates. it does not describe the inherent dynamic distortion mechanism that is related to the choice
of code words.

At this juncture. it is constructive to draw comparisons with uniformly sampled pulse width
modulation [35] which seeks a similar goal. In this scheme, a signal sample is convened to a
constant amplitude pulse where the width is proportional to sample amplitude; indeed a
time-quantised variant of pulse width modulationcan form the basis of an open-loo code
converter. However. because of signal dependent time dispersion which causes an e ective
modulation ofthe pulse spectrum. non-linear distortion is generated. To observe this process.
consider the Fourier transform of a unit amplitude rectangular pulse for

.1 12<t<2.
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F(t) = 1: sinc

Equation 3.1 shows that at dc. the average value is proportional to the width 1:. However, for w >

0. the sine (x) function now distorts the average value by changing the effective gain dynamically
with pulse width. This distortion is illustrated in Fig.5 for a range of pulse widths.

In order to minimise distortion in systems that convert an instantaneous sample into a time
dispersive structure. the following conditions should be observed:

(i) The average value of each sequence must match exactly the value of the quantised
sample.

(ii) The in-audio band amplitude transform of each sequence should closely match.

(iii) The in-audio band phase response of each sequence should be

in general. conditions (i) and (iii) are easily realised fora finite and quantised sequence by choosing
pulse patterns that are both even-symmetric about their centre and have bit pawns that average to
the sample value being mapped.

However. condition (ii) cannot. in general. be matched exactly due to the limited degrees of
freedom defined by a sequence with a finite number of bin elements. Hence. to achieve a
minimum distortion it is necessary to select an optimum subset o the available codes which. within
the audio band. then exhibit near-identical amplitude transforms when the responses are dc
normalised.

Consider a sequence

Mali

of binary pulsesof period 1 and of length L where for zero phase distortion d,= d4. fire binary

elements of the array are represented by logic values 0. 1. However. this symbolic notation maps

to acmal logic levels as follows:

dr =l-ofi

where D is the maximum sample value to be coded at the output of the noise shaper (e.g. for a

4m-order noise shaper. D = 8 (typically).

The Fourier transform FL“) of this even-symmetric sequence of L elements is then given as,
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FLU) In“ = tll + 2 E d’cos Pft—rf)]sinc (3.2)
F] :3 :3

r16) Lem = 12: d, we (“‘73-”)lgm (3.3)

 

where t= -fL (3.4)
a

The sinc (...) function in equations 3.2, 3.3 arises because the spectrum is calculated using

rectangular pulses of paiod 1: = Ufa and amplitude dI whee

q=1fi
\

These equations are used as the basis of a sifting process to choose the sub-set of codes in a given
sequence. length L. which have the closest amplitude responses in the audio band (0 -' 20 kHz)
and which also meet the desired average value conversion for a sample Sx. where

_ l (3.5)sll - r :1 ar

In the next Section. five look-up tables are compared and results presented for a range of noise
shaper order N3 = (l. 2. 3, 4).

4 . SNR computation or translated DSM
To obtain an estimate of SNR performance for the 1-bit converter using noise shaping and look-up
table translation. the computational model of Fig.6 was designed. The model consists of two
near-identical structures which differ only in their non-linear mechanisms of quantisation and
dynamic amplitude re use errors. The top channel includes both a quantiser‘ and look-up table
while the lower excl s the quantiser and uses a convolution process to generate an amplitude
scaled sequence of equally spaced pulses. A low-pass filter (LPF) and difference amplifier then
completes the process to uce the error sequence e(n) from which a mean-square value can be
com uted over arange 0 input data. By calculating the mean-square value of the input sequence.
the NR is obtained. 'flre advantages of this technique are:

(i) any input excitation can be used

(ii) no problem of FF!‘ analysis over very long data sequences is inclined '
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(iii) computationally effident considering the long dam sequences

(iv) since actual system is simulated. the results are representative targets for practical
ardware.

file paper compares the performance of five seleaed look-up tables. both to illustrate the technique
and to demonstrate the sensitivity to the choice of pulse sequence and its dynamic distortion
contribution. In presenting the results two parameters are used to define the noise shaper. R is the
oversampling factor and corresponds to the ratio felt" while NI is the order ofthe noise shaper
(see ref [30.341). The final 1-bit serinl datarane ffl is defined. v

{33 = R L fsl

where. fa. final output sampling rate

is]. initial Nyquist sampling rate

R. oversampling ratio

L. look-up table output word length

The results are derived through 00 one: simulation and cor-res nd to the look-up tables
genscnted in tables 1 to 5. In ge . SNR calculations are ev uated over ameasurement

dwidthO-20kI-IzendureplottedforaZOkI-Izsioewaveinputamplimdenngeof-ImdB to

+60 dB where 0 dB corresponds to an amplitude of {7 volt. For reference, the noise shsper
gluancgdszr Q (see Fig. 6) uses unifm'm quanta spaced With an intaval of one volt. In this exercise,
e words are chosen to encode signals to a maximum amplitude of0 dB. thus sanitation is

evident for signals in excess of 0 dB.
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Comments

Table 1

output of look-up table

1 l 1 1 l 1 1 1 l 1 1 l l l 1 i

0 l 1 l l l '1 i 1 l l 1 1 1 l 1

0111111111111101

0101111111111101

0101111111110101

0101111111010101

01010111110l0101

0101011101010101

0101010101010101

0101010001010101

010100000101010!

01010000000|0101

'0101000000000101

0100000000000101

010.0000000000001

0000000000000001

0000000000000000

q   
     

   

I!

-7

I
I
I
!

A poor performance code conversion where results are shown for R = 200. NS = (l, 2. 3, 4).

In this case, there are both dynamic amplitude and phase errors as the code is assymetric where

the amplitude and phase errors are shown in Fig. 7. In fact. the error in the table is so poor that

there is no apparent improvement on total error with increasing noise shaper order. Even so. it

would be anticipated that the micro—detail of the distom'on between a low—order noise shaper and a

non-linear code converter would differ significantly and is an area for further snidy.
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Table 2

wiputoflcok-upuhle .

0|Ill1I11llllllllllllllllllllll0

0|IlllIlllllllflllOIllllllllllllo

0l01l|1lllllllollfllllllllllllfllo

0l0111llllllOlOllOlOlllllllll.0|0

0101llllllfllOlOllOlOlOlllllllOlfl

OIOIOll1llOlOlOllOlOlOlllllOIOIO

 

   

  

  
 

-
v-

0101011lOlOlOlOllOlOlOlOllllJlOlO

01010l010l0101011010101010101010

10101000001010100101010000010101

10100000001010100101010000000101

lOl0.000000001010010l000000000101

10100000000000]0010000000000010l   10000000000000]00100000000000001

-7l0000000000000000000000000000001

ooooooooooooooooooooooooooooonoo

In table 2 the length of code is doubled. which allows for a symmetric pattern that eliminates
phase error. In this scheme a pattern generator was used which progressively increased
sequences of alternating l 0 l 0 5. although the patterns were not selected for minimum dynamic
errors. The resulting SNR for R = 200. N!I = (l. 2. 3. 4) is shown in Fig. 8 where substantial
improvement is demonstrated. particularly for N = l where few codes are exercised. However.
for N5 = (3, 4) this is not the case where dynamic distortion now causes the caves to merge.

l
l
l
l
fl
l
l
l
l
l
l
I
l
I
H
E
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Table 3

       level

    
       

      

  

  

  

output of look-up llhll

llllllllllllllllllllllllllllllll

7llllllOllllllllllllllllllollllll

lllOllllllllOllllllOllllllllOlll

l[101111001111llllllllOOllllOlll

[OlllllOOIIIIIOIIOllllIODlIIIIOI

 

0000111100010000000010001l110000

OIOOOOOI100000100100000110000010

OOOIOOOOIIOOOOOOOOOOOOI10000l000

000]0000000010000001000000001000

000000l00000000000000.0000IOOOOOO

00000000000000000000000000000000

Again a 16 bit sequence is chosen, but a computer search has been performed to select the set of
codes with the smallest difference within the audio band. In Fig. 9 the spectra of code words in
look-up table 3 is shown, while in Fig. 10 the corresponding SNR predictors are
given for R = 200. Ns = [ 1,231.4]. This table achieved results within about 3 dB (input =

0 dB) of the noise shaper with mum-level conversion (16 levels) [34] and thus indicates minimal
distortion over the basic noise shaper.

L
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m output of look-up table

llllllllllllllll

n
m
a
m
m
011001010100l10

010101000101010

010010010010010

010000101000010
001000010000100

000100000001000
000000010000000
000000000000000

A reduction from 32 bit to 15 bit is achieved by using a mid-riser quantiser imtead of n mid-tread
quantiser (see Q in Fig. 6). where input amplitudes for Ns =- 4 now range from -7.5 ~ 0.5. 0.5

+7.5. i.e. there is one less level as zero is excluded. However, in this table not all code words
. are optimal. where for example the codes 6.5 and -6.5 are not interchangeable with alternative

patterns and. in fact, contribute significant error. In Fig. 11(3), the plots of those code
words are shown (0 - 60 kHz), together with the corresponding S plots in Fig. ll(b). The
simulations suggest that for N3 = 4 as much as 30 dB of SNR is lost compared with the l6-level
digital to analogue converter.
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Table 5

(N? of look-up table

llOlllllJOllllllOll

110011111111100111

101011110111101011

1011011101011101101

1011001110111001101

-. 0100110001000110010

. 0010100001000010100

0001100000000011000

—6.5 0010000001000000100

0000100000000001000

   
.
4
.
.
.  

  

\
l

U
!

   

J;
N

u
:

M

 

   ~7.5

 

A modified table m 4 suggested by Li Mu (see Acknowledgement) adds four bits to the
of table 4 and thus gives agreater code choice. The speciml lots of table 5 an shown in Fig.
12. while in Fig. 13, four SN'R plots for R = (25, 50. 100. 200 are illustrated. The simulations
suggest that fox N,3 = 4, table 5 produces a 7 dB degndmion in SNR computed with table 3. but
offers the advantage of a lower hit me.
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5. Conclusion
An alternative algorithm to delta-sigma modulation has been presented as a means of mule-level
to one bit transformation for use in digital to analogue conversion applications. The technique
circumvents the usual limit cycle restriction of high—Order delta-sigma modulation and readily
enables a noise shaping filter with an order > 2 to be used. The key to the process was the
combination of a high-order. multi-level noise shape:- in association with an open-loop. look-up
table.

Computer simulation evaluated five look-up tables and revealed the significance of selecting
codes with low dynamic distortion. Symmetrical codes were shown to eliminate phase-error
distortion. while computer selection sified codes for similar amplitude responses within the audio
band to produce a significant reduction in distortion.

'In practice. best performance was achieved using a 32 bit code in conjunction with a 4thde
noise shaper. However. a code using only 19 bits was also demonstrated to yield an acceptable
result with the advantage ofa lower bit rate

An important attribute of a codin scheme with an order > 2 is the ability to code low-level
sig 5 without the modulation arte acts common to delta-sigma modulation. 'lhe SNR mes of
a 4' —order noise shaper with look-u table are significantly smoother with changes in level
compared with those of a 2nd-orderde ta-sigma modulator.

In compiling these results. examples have been selected only for a limited range of order.
oversampling ratio and conversion code. Further study suggests that, for a y'ven pulse rate.
there is an optimal balance between noise filter order and oversampling ratio to maximise the
SNR and that for high oversampling ratios. the two~stage system significantly outperforms
delta-sigma modulation (using second-order filters).

In limiting the length ofcode word. the system exhibits amplitude sanrration as evident from the
high-level SNR plots. However. it should be obmed that sanitation is not primarily a function
of the noise shaper (though this must have alimit), but of the look-up table. where if
an input address exceeds the limits :l: 8 (for N. = 4). amplitude clipping distortion results. fire
longereodescan,ofcomse.becodedmaccommndateawideramplimderange.

The application for this conversion process is targeted at high performance digital audio where a
wide dynamic range is encountered and where accurate coding into the noise floor is uired.
Also. in such schemes the relaxation of analogue hardware requirements should be gnome.
where the difiteal-to-analogue converter reduces to a one bit high-speed gate and analogue
recovery is ac ‘ vahle using basic passive filtration

Althea certain conversion codes significantly de performance. the error contribution is
somew at different to that of a Ind-order delta-sigma modulation and due to the effective
intelligent dither [34] of a noise shaper. should generate only benign noise. Also. a process
where the boundaries between noise and structured distortion are blur-red. the concepts 0 F
settheorymay wellprovea licableandrelatetotheearlierproposalofaFuuyDistm-tionlfgi
Hence,funueresearch attempttogainagreaterinsightintodresedlamrtionproceaseaand
also attempt a unification with high-order pulse width modulation which is also applicable to the
two—stage transformer as being a special case of code conversion.
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Fig.4 Example code conversion where sequence IOHHOI = 4
and code accomodates a maximum level of 8.

 

Fig.5 sin(x)/x f uency response weighfing as a function
of pulse wid h : a fundamenful distortion mechanism-
in PWM
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