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1. INTRODUCTION

- The audilory system appears 1o group together sound companenis which are likely ta have arisen from the
sams acoustic sourca. The aim of the Audilory Speech Skelch Project is to modal some of the processes
which are thought to underlia this complex task. The Audilory Speech Skeich {ASS} is a collection of rep-
resentations which result from the application of grouping processes lo data derived from a modsl of the
auditory periphery, The lower levels of the ASS consist of what are baliaved 1o be perceptually impartani
representations of synchreny, onsels and modulation, Most of the work 1o date has been 16 elaborate such
g@arly descriptions. More recently, higher levels of representation have been develsped: specifically, time-
frequency representations of synchronous activity are grouped together according to harmonic constraints.
Thus, the ASS can be seen as a hisrarchical structure in which higher lavels represent components from a
lower level which have been grouped according to some criferion.

This paper is organised as follows: first, the various theoretical threads which underlie the work are men-
lioned, leading 1o a rather different view of speech analysis than that embodied in most current Automatic
Speech Recognition {ASR) systems. Naxt, an example of processing in the ASS from signal lo symbolic
description is given. In the third section, an algorithm for harmaric interpretation is applied 1o the ASS as a
demonstration of the way in which a symbolic description can facilitate models of auditory grouping process-
es. Finally, other work at Sheffield relating to the ASS is summarised.

2. MOTIVATION

Tha Auditory Speech Sketch Project, which began in 1988, was mativaled by work in experimental studies
of auditory grouping (for a review, see Bregman, [1]}. Bregman and others have suggested, with a good
deal of experimental support, that the auditory system carries out a "scene analysis' in order to determine
which parts of the complex mixlure reaching the ears belong logether. Components are more likely to be
grouped if they share some property such as occupation of similar time intervals or if they are modulated in
a common manner. The key notian is that the perceplion of acoustic sources appears 1o be mediated by the
formation of auditory streams, and that ongeing interpretalion of the signal is made with respact ta these
sireams. Streams may have a similar role to that played by objects in vision.

In order 1o model some of these grouping processes directly, il is clear that we have to construct represen-
tations of signals couched in the same descriptive vocabulary as that used by the experimentalist. For ex-
ampla, explicit characterisations of such things as harmonics, onsets, olfsels and local modulation in
amplitude and frequency may be required. The notion of computing explicit representations to describe as-
pects of auditory data stems from Marr's ideas in computational vision (Marr, [17]}. which in turn have been
adopled for speech in the work of Green and his colleagues [15).

These factors suggest a computational architecture for ASR substantially different from thase predominant
in the current crop of recognition structures. Some ways in which a system based on adoption of the stream-
ing theory will ditfer from conventional approaches include the following:
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the role of relational structure: Relations between elements across frequency and time are empha-
sised, in constras! with frame-based descriptions. For instance, the so-called 'spectral integration
force’ responds 1¢ onsel synchrony of components (Dannenbring & Bragman, {12]), whilsl a sequen-
tial grouping principle attempls to group successive elements in time on the basis o frequency prox-
imity (Tougas & Bregman, [21]2.. Further examples can be attributed 1o the general notion of ‘common
fate’, whare components which behave in the same way in time tend to be grouped into a singla

stream. In all these respacts, the relalions between components are at ieast as imporlant as the com-
ponents themselves.

identification is made afier stream formalion: Measurements (eg. of limbre) appear ta be made afier
stream formation. For instance, a speciral shapa which ordinarilr gives rise 10 one vowel parcept can
be perceived as a different vowel if there is evidence that part of it belongs 10 a separate stream (eg.
Darwin, [13]). Tha implication is thal an ASR system might postpone its spectral descriplion unti
grouping into streams has been achieved. This notion is taken up in the work of Crawlord & Cooke [9).

signal decoding ls an active process: Streaming indicates that signal decoding may ba an aclive pro-
cess, in which streams are formed in paraitel and compele for components. Possible inlerpretations
of the data appear 1o interact {(Bregman & Tougas, [2]?. Notions of disjein! assignment (Bregman &
Rudnicky, [3]) and the role of duplex perception (Ciocca & Bragman, (5]) come into play here.

auditery {llusions: The overriding concern of the auditary system appears to be to find consistent ex-
planations of the incoming evidence. This might mean that the auditory system makes assumptions
about the acoustic data in order to maintain a coherant percept (eg. Dannenbring, [11]).

streams as objects: Whilst the bulk of work in ASR is frame-based (what has been termed the 'bacon-
slicer approach’), systems based on streaming theory are more natural lhough of as object-based.
For example, expariments dascribed in Dannenbring & Bregman [12] indicate that auditory streaming
reduces a lislener’s ability to judge relationships between components of different sireams. An ap-
ra«c:’iaﬁon of obj:ct-basad processing allows novel computational approaches, one of which is out-
ined in section 4.

explanations are possible: In contrast with much of the current work in low-level speach processing,
we expect to be able to construct adequala explanations ol the incoming signal. Indeed, the goal of
the work is precisely tha); given an arbilrary comﬁlex mixlura of speech and other sources, the sys-
temdsgoluld develop consistent explanations, each of which accounts for scme propertion of the anal-
ysed dala. :

3. FROM SIGNAL TO SYMBOLS

The processes and representations currently employed in the Auditory Speech Sketch ara outlined in Figure
1 below. In this section, brief descriptions of the auditory mode! and the processes which enable construc-
tion of early symbolic descriplions are given.

onset characterisation —pn- ORSst groups
signal _-.-[ periphery model I :

synchrony description » synchrony strands

Flgura 1: signa! processing to symbolic primitives in tha ASS
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3.1 Peripheral procassing

The signal is first procesed by a model of the auditory periphery {Cooke, [6]). Briefly, the peripheral filtering
aclion is accomplished by a bank of pammatone filters (Pattersan et al, [19]), The output of each filler is
characlerised by its instantaneous frequency and amplitude. The instantaneous envelope undergoes a nan-
finear static compression based on an expression relating stimulus level to innar hair cell receplor polential
{Crawford & Fettiplaca, [10]). The compressed signal forms the input 10 a moda! oi hair cellnerve-fibre
transduction. The model is analytic for constant input levels and provably additive for ideal signals.

3.2 Synchreny strands

The instantaneous fraquency measures are combined to form temporally-exiensive descriptions of synchro-
nous activity in the filter oulputs. The process operates in threg slages (Figure 2, left panel). First, the dom-

. inant frequency in each auditory channel is calculated by median-smoothing the inslantaneous frequency
estimates. This lakes place each millisecond. Each frame of smoothed dominant frequency estimates will
contain, in general, a high degree of redundancy sinca large numbers of fillers will be responding 1o the
same stimulus component. The next stage altempls to provide a summary of this synchronous activity within
a single millisecond, using a simple but powerful ordering constraint {Cooke, [7}). Tha resulting tokens rep-
resent groups of channels with similar characteristics - place-groups. The final stage is 1o aggregate place-
groups over time in a manner akin 1o formant-tracking (excep! here we are operaling over a finer time-scale
and can recover from tracking erors). The resulting symbolic representation forms one aspect of the ASS,
namaly, synchirony strands (Figure 3, lop). Strands produced in this way lend to represent harmonics, for-
manls, or, in the region of 1000-1500 Hz, some mixtura of 1he two (the representation of F2 in the audilary
syslem is something most workers appear to finesse, to the extent of choosing inappropriate frequency
scales in which F2 is not resolved inte harmonics).

inst 3‘9:; T inst f; eq2 ' instfreqn response of hair cell i I

median median median short term
oon st § | smooh brotskens

i . =

spatial grouping ]; :nediumlterm :
R 7 e - : k emporal N
processing |

place-groups *
{ v Y

proximity-based grouping I

onsel groups
Figure 2: synchrony strand (lett) and onsat group (right) formation

An attempt 10 assess the completenass of synchrony sfrands as a general speech representation has been
made via resynthesis. If each strand is trealed as a tima-varying specification of frequency and amplilude,
then a trivial additive synthesis procedure can be adopted {Cooke, [7]). The results of informal (but fairty
wide-ranging) listening lests indicate that speech synthasised from sirands is not only highly intelligible but,
in many cases, virtually indistinguishable from the original. This is the case for mala/female speech from 4
databases, whispered speech (perhaps surprisingly) and speech with added whita noise. In fact, the resyn-
thesised speech with this kind of noise sounds rather more intalligible than the original.

temporal aggregation
— —

synchrony strands
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3.3 Onsel groups

The synchreny strand rapresanlal:on is complamented by an initial characterisation of onset responsas
from the hair call outpuls in the periphery modsl. The starting point is a determination of peaks in the hair
cell responses. We recognise thal such peaks sometimes correspond to onsets of signal components,
whilst at other times reflact local variations in signal ievel. Such local variations may themselves be dua o
amplitude modulation caused by the interaction of harmanics within a filter. Both signal onsets and regular-
ities related to envelope modulation are likely io be useful aspects of any auditory description. We attempl
1o extract both types of peak using 2 stages of lemporal processing via a neuronal model based loosely on
tha! of Segundo et al[20].The first stage provides short-term temporal processing employing a time-con-
stant of abaut 2 ms. This fits with various eslimates of temporal interval deteclion ability (reviewed in Moore,
{18)). Intervals batween peaks which result from this slage can provide a crude estimate of amplitude mod-
ulation rate; abetter approach is described in.Brown & Coohe [4).The second stage is identical to the first
excep! that a time constant of 40 ms Is used. Finally, a relatively simple grouping of such onsets across
channels is employed based on proximity of onsets across time. The characterisation in terms of such on-
set-groups can be seen in the lower panel of Figure 3.
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Flgure 3: Onset groups (botlom) and synchrony sifands (top) produced in responss to the utter-
ance "This time its far tar tan o read” (female speaker).
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4. HARMONIC LABELLING in the ASS

As an illustration of a process which may be used o group ASS primitives, we have considered the task of
labelling strands which represent harmonics. The process described below might be considered as employ-
ing a 2-dimensional time-varying harmonic sieva. However, the approach outlined here is data-driven, start-
ing with the most dominant strand (during strand formation, the effeclive number of channels which appear
to be responding to the same component are summed, thus giving a dominance measure for each strand
which is a function of it length and ils prominence).

select most dominant
unlabelied strand in
harmonic region

'

delarmina set of
hypolheses for FO

tor each

hypothesis *

seek simullaneous
suppor

seek sequential
—5>

: ‘ciraal
-

Figure 4: One cycle of harmonic labelling, showing simultanacus (top right) and se-
quential {bottam right} hypothesis propagation.

The algorithm begins by finding the most dominant sirand below 1500 Hz, which is usually a fairly long, low-
harmonic. A set of hypotheses aboul FQ is then generated, based on the location in frequency of the strand.
For example, if the most dominant strand covers the frequency region 250-350 Hz, it is likely to be either the
fundamental, or the first, second, third or fourth harmanic, It is unlikely, based on the existence region for
pitch, 10 be a higher harmonic. A set of hypotheses is sel up to represen! each one of these cases. Hypoth-
eses are placed on an agenda.

4.1 Simultangous grouping

The algorithm proceeds 10 develop each item on the agenda by seeking first simultaneous, then sequential,
suppon, as lllustrated in Figure 4, For example, il the hypothesis is that the dominant strand is the second
hamonic, then a time-varying sieve would be set up, with its 2nd harmaonic aligned with the dominant strand.
Since strands live in frequency and time, we can be quite strict about those strands which fit into the sieve.
Currently, a figure of 80% overlap between sirand and sieve is required for a strand to support the hypothesis,
Coincidental matches in individual frames ara therefare ruled out.

A scoring mechanism is 1sed in which the total possible support for a hypolhesis (assuming all strands in the
region where harmonics are resolved are harmonics of Lhe estimated FO0) is calculated, and used 10 normalise
the actual support found during 1his stage. Thus, each hypothesis obtains a score which conveniently repre-
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sents its coverage ol the data. Clearly, if we are dealing with fully voiced, single speaker spaech, wa would
expect 1o gat hypotheses which account for a significant amount of the data (this is what we actuatly find),

4.2 Sequential propagation

Hypotheses which have undergone a stage of simuktaneous greuping are placed back on the agenda {in
score order, for future pruning, although in the current system we fully explore all hypotheses}. The second
form of support gathering is via sideways (sequential) propagation, as dapicted in the lower right panel of
Figure 4. Since strands occur asynchranously, it is likely that, following the simultaneous grouping phase,
strands wilh partions outside the temporal extent of the original hypothesis will ba found. Thesa (bothon the
left and right of the original) form new hypotheses which are then be subject to simultaneous grouping. In
this way, hypotheses are propagated throughoul the utterance.

It is worth noting that, at this stage, it is possible to find canflicting predictions of FQ outside the original re-
gion of the hypothesis. This means that we can recover from tracking errors made during strand formation
{aithough the conflict-resolution step has yet 1o be implemenied in the modet).

4.3 An illustration: labelling harmonics from concurrent synthetic vowels

The process describad above works well on all the single speaker malerial we have examined. It is of more
interast fo see an example of its parfarmance on more complex stimuli such as simuttaneous vowgls, Briafly,
two vowels {/iy/ with a fundamental of 100 Hz and /aw/ on 150 Hz) were generated via the Klatt synthesiser
{Klatt, [$6]), and their waveforms were summed. The combined waveform formed the input 1o the mode,
resulling in the strands shown in the central part of Figure 5.
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Figure 5: Labelling harmonics from simultaneous synthetic vowals. Strands (cenira) togathar with loca-
tions of FO and harmanics attributable to 150 Hz vowsl (et of cantre) and 100 Hz vowst (right of cantra).
Right panal shows top scoring interpratation of data, whilst left panel shows tha next bast interpratation.
Numbers on strands show which muliple of the fundamental they rapresent (sublract ang from this to get
the hammonic aumbar 1).

The lop two hypotheses, which account for 61% and 59% of the data respactively, are shown on tha right
and left of Figure 5. The leftmost panel correctly identifies those strands which support the 150 Hz funda-
mental, whilsi the right pana! identifies those for the 100 Hz fundamental. Thus, the top two hypotheses are
the correct ones. A total of 10 other hypotheses were generated, all of which scored rathar less than 30%.
In most cases, these weaker hypotheses were supporied by strands which formed some subsel of those
utilised by one or other of the two correct solutions. This suggests a possible mechanismior dealing with
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{ow-scofing hypotheses. Ideally, the sal of hypotheses can be considered as forming a partiat ordering de-
fined by the subset relation on sets of supporting strands. If a hypothesis accounts for some subsat of the
data accounted for by some other hypothesis, then it will fali iowar in the ordering than the correct hypoth-
esis (Occam’s razor). Hence, the system, because of its explanatory descriplive base, might handle octave
afmors and tha like.

5. FUTURE AND RELATED WORK

This paper has provided a basic description of the ASS and illustrated a single grouping approach which it
has been possible o implement. Much more work is required to develop a generalised framework in which
a collection of different grouping processes can reside. For that work, consideration musl be given to com-
petition betwean hypotheses and an interpretation of the grouped struciures whare componants are shargd,
In this regard, the role of tha principle of disjoinl assignment, and its anlithesis, duplex perception, must be
assessed, it is possible that the notion of a partiaf ordering of hypotheses is sulficiently powerful to sarve as
a computational siruclure for more complex interactions of grouping principles. Furthar, the scoring schema,
based on the amount of dala explained by the hypothesis appears to provide a powerful mechanism for
scheduling hypotheses.

In parallel with these activities, further elaborations of the early levels of the ASS will be required. We do
not, as yel, know how robust the onset groups are since they are not currantly part of any grouping process.
Similarly, the rather crude measure of amplitude modulation rate derived from the short-term temporal pro-
cessing of spikes needs to be rigorously assessed. A good test would be 1o use it as the basis for grouping
sirands which represent formants, using the /nu/-1i/ data of Darwin& Gardner [14).

Other work at Sheffield will feed into the Auditery Speech Sketch Projact, and make use of tha sireaming
algorithms embodied in the work. Brown & Cooke [4] reporl on the notion of using physiologically-based
maps as a computational represantation of certain signal paramelers such &s amplitude and froquency
modulations. In particular, we hope to develop a bettar temporal aggregation stage through the use of a map
of frequency modulation, Crawford & Cooke [9] are tackling the further issue of how large-scala speciral
integration might lead to important normatisations in phonetic systems. In that approach, integration is seen
as a post-streaming process, so it is natural to see any modules developed in that work as following on from
the streaming described in the current paper. We are attempting 1o develop anintegrated approach to mod-
alling auditory procasses; our current thinking on this is contained in Cooke, Crawford & Brown [8]. Thare
is slill @ great deal of work which needs to be done, bath in the experimental sciences to support models,
and from the computational viewpoint of how to extract appropriate descriptions and coordinale exploration
of the audilory scene.
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