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ABSTRACT

This paper deals with a lov bit rate speech coding scheme based on a source
filter model. We view the excitation signal as a zero mean Gaussian stochastic
process, vhich is vector quantiszed. The coefficlents of an adaptive synthesis
filter and an excitation vector are computed to minimise the expected squared
error betwveen the synthetic and natural versions of the waveform. The syn-
thesls filter wmodels an ARMA process and ig computed in tvo phases together
vith a first order comb filter to synthesise the pseudo-periodicity of wvoiced
speech. The AR part 1s first caleulated by the autocorrelation method of
Linear Prediction. Then, coefficlents of the MA part are determined to minimige
the error betveen the original and aynthetic vaveforos.

INTRODUCTION
A nuaber of speech production modele suitable for data compression and syn-
thesis have been reported in the past fev years. Most of these models are vari-
ations of the source filter model and are characterised by the assumption of
pseudo-stationarity. Atal and Shroeder {1984) proposed one such model and
called it the stochastic model. The encoding scheme vas called stochastic cod-
ing and vas essentiolly based on vector quantising the excitation signal for a
gource filter model. The filter used vas a pitch synthesis filter and an all-
pole filter. The target wvas to encode speech data at bit rates belov 9.6

kbits/gec wvithout loss of quality. This coder is characterised by very high
computational complexity.

In this paper ve vill present our work on improving the Stochastic Coder. The
first part of the paper will introduce the problem, starting from a basic resi-
dual excitation scheme, and describe the operation of the stochastic coder. Ve
vill then describe the improved system and present some preliminary results.
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RRSIDUAL EXCITATION

Fig.1 shous a speech analysis synthesis system. In the analysis part there are

B
tvo fllters. The filter knlakz'k. predicts a speech sample s(n) as a veighted
sum of p samples immediately preceding it. Subtracting the predicted value from

s{n) gives a difference signal d{n). This process attempts to remove the en-
_-velope of the short-time spectrum of the speech signal. The short-time spectrum
of d(n)} 1s therefore flat except for the comb-like fine structure introduced by
the pseudo-periodicity of velced speech. The second filter BZ"H has a long
memory equal to one pitch period and predicts d(n) from d(n-M), a sample of the
difference signal that occurred one pitch period before. The filter coeffi-
cients LIERRRNT and § are estimated to minimise the varlance of the residual
t{n) over a short perlod of time.

On the synthesls side, the same tvo filters are arranged in a feédback path
shown in the right half of Fig-1. This will give overall transfer functions of

- P -
1/(1 +» B2 H) and 1/(1 + E akz k) for the twvo blocks respectively. The former
k=l

glves the spectral fine structure of voiced speech and the latter is an all-
pole synthesis filter. B (0<p<1) i3 a measure of the degree of volcing and
vi]ll be very lov for unvoiced sounds. It must be noted that with no quantisa-
tion present, 3(n) = s(n), i.e. the synthetic signal 1s identical to the origi-
nal signal.

Now, In order to achieve data compression, we need to intreduce quantisaticn
into ' the scheme. The quantisation properties of the all-pole filter have been
studied in detail (Vigvanathan and Makhoul, 1975). An optimum quantisation
gstrategy 1s to transfornm the 8, into log area parameters and quantise these
paramatexs.

Conventicnal vocoders based on Linear Prediction use only the all-pole syn-

thesis £1lter, excited by a train of impulses, gpaced one plitch period apart,

for voiced sounds and vhite noise for unvoiced sounds. This can be vieved as a
very crude quantisation of the signal d(n) that should excite the all-pole
filter. This 1s reflected in the loss of quality iIn the synthetic signal pro-
duced by suech vocoders. Further, the all-pole synthesis filter is not alvays
capable of modelling the highly non-linear process that is going on in the vo-
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cal system. This is especlally true for nasal sounds where, due to the paral-
lel nasal -tract, the shacrt-tioe spectrum is characterised by zeros as well.

A nuaber of methods to quantise the excitation signal have been reported.
Sluyter, Bosscha and Schmitz (1984) have developed a speech compression scheme
" for mobile radio. Their excitation is a down-sampled version of the residual.
Atal (1982) describes a scheme with centre clipping, based on the observation
that the high amplitude portions of the residual have to be coded more nccu-
rately. In such schemes, one explicitly computes the residual signal and then
locks for a good quantisation scheme.

Multi-pulse excitation (Atal and Remde, 1982) and Stochastic coding (Atal and
Schroeder, 1984) introduce a new approach to the problem of modelling the exci-
tation. Both the schemes present the concept of computing the parameters of the
excitation model in an analysis by synthegis framewvork; i.e. we compute these
parameters such that some measure of error between the original and synthetlc
signals is minimised. The short-time Pourier transform (STFT) based model of
Griffin and Lim (1985), presents this viev as vell. Such an analysis by syn-
thesls framevork offers the advantage that during the analysis ve can make an
allovance for the subsequent quantisation. Due to this, one part of the sysfam
vill in fact compensate for quantisation errors introduced by the rest of the
systen.

VECTOR EXCITATION

The Stochastic Coder (Atal et al 1984) is based on vector quantising the exei-
tation signal. Subsequently, this scheme has been referred to as Code Excited
Linear Prediction or CELP (Schroeder and Atal, 1985) and Vector Excitation cod-
ing or VEC (Davidson and Gersho, 1986). A short block of residual is treated
as a vector and is vector quantised. The encoder and decoder have an inventory
of ‘possible excitation vectors. During a particular interval of time, an op-
tioun excitation vector is determined at the encoder and an index that points
to this vector is transmitted to the decoder, together with Information about
the synthesis filter. Since the residual signal after short and long delay
prediction is asgsumed to be white, the codebook contains a cellection of random
number sequences vith Gaussian statistics. This approach has the benefit that
the _problen of designing a codebook by clustering, encountered in vector quan-
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tisation, is in fact circumvented.

Since the optimum excitation vector 1s chosen from the codebook by synthesising
vith all the candidate vectors, vector excitation coding 1s computationally
very complex. With a 10 bit codebook {1024 entries) and vectors of dimension
40, we need about 50000 multiply-add operations per sample. Trancoso and Atal,
(1986) and Davidson et al, (1986) have suggested several techniques to improﬁe
the complexity aspects. The improvement proposed in this paper is on the syn-
thesis quality, by improving en the synthesis filter. We describe this in the
next section.

THE IMPROVED VECTOR EXCITATION CODER

In our improved vector excitation model, ve not only choose an optimum excita-

tion vector from a codebook, but also estimate part of the synthesis filter to

give best pogsible synthesis, in the. least squares sense. In general, the syn-

thesis filter with a rational transfer function vill have poles and zeros, and
i bz*

may be described as, H(z) = k°—1p~—', q < p.

-k
1+ LaZ
k1 K

Estimating ay, kel,...,p and bk' kel,...,q is an ARMA (Auto Regressive Mov-
ing Average) estimation problem and 1s in general non-linear. In our system
these coefficients are estimated in two phases. The a) are determined by the
autocorrelation method of LP analysis. Only the MA part of the synthesis filter
(1.e. b,) are computed in the minimisation loop.

A 12th order LP analysis is carried out on a 15 ms length of speech, sampled at
10kHz and weighted by a Hamming window. Pitch is determined by a time demain
peak picking algorithm (Allerhand 1986). Every excitatlon vector v, 1s first
scaled by a gain factor T and then filtered through a cascade of the pitch
gynthesis filter 1/(1 + az“") and the all-pole synthesis filter

P
1/¢(1 + L akZ'k). The scale factor Ty and the pitch synthesis filter gain g
kal '

are computed to minimise the mean squared error at the output (Lin, 1986).
This glves a number of potential synthesis vaveforms. Then for each of these
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q
wvaveforms, the coefficlents bk’ kely...,q of a filter of the form I bkz'k are

kal
calculated such that the filtered signal is closest to the original speech.

Let c{n} be a synthetic signal after pitch and all-pole synthesis and s(n), the
original speech segment. The optimum bk are the solution to the Viener-Hopf
equations,

vhere, Rcc is the qxq autocorrelation matrix of c(n) and Yoo is a q dimensional
vector, the ith element of vhich is given by,
N

£y = I e(n) s(ﬁ-i)
n=1 .

RESULYS

We have simulated the codink schenme described above on a VAX-750. Vith a very
large codebook and no quantisation of the filter parameters, the improvement
due to the additional MA part is negligibly small. However, vhen the filter
coefficients wvere quantised, the MA part does help in compensating for the
quantisation noise. This ig shown in the vaveforms of Fig.3, vhere both the
synthesis. waveforms are obtained at edual bit rates of 10 kbit/s and the code-
book used consisted of 64 vectors of dimension 50.

CONCLUDING REMARKS

Ve have described an improvement to a poverful speech compression technique.
In this improvement ve suggest that, in addition to searching a codebook for an
optimal excitation sequence, one should also attempt to estimate the synthesis
system to winimise the synthesis error. In our system these parameters are es-
timated sequentially and quantised. Therefore, the system is sub optimal.

Vector excitation coders are very complex because ve have to search through a
large inventory of innovation vectors for an optimum one. In our approach we
attempt to make the best use of every candidate vector. This means that ve can
achieve lov distortions vith a smaller inventory leading to reduced complexity.
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Figure 1. Speech analysis/synthesis scheme
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Figure 3. Original, synthetic and excitation vaveforms
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