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1. INTRODUCTION

We present an Information-theoretic assessment
methodology for Automatic Speech Recognition
(ASR) systems. Wa describe Its application In the
SYLK project, with particular reference to the
measurement of Refinemant performance (ie
representation at multipla levels of symbolic
detall). Wea discuss the superiority of information-
based over other widely-used measures.

For present purposes, we consider an ASR to be
limited 1o recognition of acoustic-phonelic units
{APLs), although in principle these need not be
conventional subword/word units, and our main
discussion of ASR assessment is restricted to this
level. Section 2 describes background, including
the requirements of SYLK and methodologies
considered. Section 3 briefly introduces the
model and measures (largely summarising earlier
papers), and Section 4 describes the
measurement of refinement in SYLK,

In an entirely theoretical Seclion 5 we discuss
possible wider application to medelling and
avaluation of understanding in spoken language
processing {SLP) systems,

2. BACKGROUND

2.1 Existing Approaches to ASR Assessment.
ASR systems are conventionally assessed by
matching recogniser oulputs 10 a correct
transcription, which may be a hand-labelling, and
measuring the quality of a best match.  All the
measures discussed below fall into this category.

2.1.1 Counts. The mast widely used measures of
ASR performance are those defined by the NIST
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(Pallett [16]), including %Correct and Accuracy
applied 10 subwords, words or sentences. These
are based on counting the proportion of units that
have been correclly classified by a recogniser,

In using such measures, there is ample scope lor
meaningless results; for example, a system which
always hypothesises every recognition unit scores
100%Comectl  Accuracy is introduced lo avoid
this particular behaviour, but is alsc a simple count
with no particular merit beyond that of widespread
acceptance.  Whilst the NIST scoring software
also offers sophisticated diagnostic outputs, these
are also open to the same criticism, that they lake
no account of the statistical behaviour of tha actual
dala (language model). Examples are considered
in §2.1.3 below.

2.1.2 Information.  Rather than counting APUs,
we may measure the informaiion in a recegniser,
expressed in terms of entropy (uncertainty, or
disorder}). Entropy-based performance measure-
ment may be formulated in ditferent ways:

2.1.2.1 Source Entropy {Absolute Information).
An utterance is modelled as a lattice in which all
the APUs are hypothesised at every point. The
APUs, and hence possible ulterances, are
assigned different probabilities in the lattice,
determined & priod by the language model,
Recognition is then a re-assignmenl of
probabilities according to the acoustic evidence.
The information in the recogniser is then the
reduction in the enlropy of the lattice, which will lie
between zero and the prior entropy.  Selection of
any unique path reduces the entropy to zero, so
the measure is only useful with reference to a
lattice recognition, and the assignment of
probabilities is of critical importance.
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A variant on this approach is to make reference 1o
the correct path in a lattice, and msasure the
change In its log likelihood In recognition. This is
used by CSTR (McKelvie [15]).

2.1.2.2 Relative Information Transmitted (RIT).
An information-theoretic measure RIT for single-
path recognition is described by Smith [19).  RIT
is the ratio of channe! information in the recogniser
to the entropy of the language data. It is easily
computed, wherever the NIST .measures can be
computed. Smith also gives simple examples to
show that RIT gives a better comparison between
systems working on different alphabets than
%Comect/Aceuracy.

2.1.2.3 Higher-Order Measures. The power of the
information-thearetic analysis enables us to define
higher-order performance measures, reflecting not
onty relative frequencies bul also context-
dependencies in the actual behaviour of the dala.
Higher order generalisations of socurce entropy and
RIT are given by Mcinnes [14] and Kew [11).

2.1.3 Discussion. To see the difference between
counl- and entropy-based measures, we cite a
well-known analogy from written text.  If every
vowel is removed and replaced by a single
symbol. it is reasonably easy to identify most of
the words. This is because there is redundancy in
the text, so that relatively litlle information is lost in
spite of considerable degradation in %Correct.
Although this has not {lo the best of our
knowledge) been quantified, a related sludy has
been applied to SYLK (§3.3). An analysis of the
(implicity use of redundancy made by speech
recognisers is given by Kew [11].

Another class of example encountered regularty in
stafistical classlfiers (including SYLK) is that of
lests biased towards the largest class, which will
give unduly high %Comect scores (consider the
extreme case of a classifier always returning the
most likely outcome - giving no information)!

2.2 Reguirements of the SYLK Project

SYLK (Green [5, 6), Roach [18]) is an ASR front-
end adopling an unconventional approach 1o the
symbolic representation of speech. The principal
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recognition unit is the syllabla, for which we use a
structured model based on Allerhand {1], whereby
information is expressed at several levels of detail.
Speech is represented in terms of syllabic SYLK
Symbols (Roach) representing Onsets and Codas
rather than phonetic units. The SYLK architectura
in part follows the syllable mode!, and in particutar
involves a syllabic HMM-based first pass followed
by a process of refinement, or specialisation, in
which the data is described in finer detail.

This approach has two important consequences in
the assessment of SYLK:-

" it is necessary o express and comparg
system performance at more than one level of
symbolic detail. We need a measura of
refinement performance.

*  We need some means of comparing SYLK
with other systems, which typically quole results in
terms of phone units such as TIMIT (Fisher [4]) or
Reducsed TIMIT {Lee [12]) phone labels.

The first point c¢oncerns measurement of
refinement perdarmance in SYLK, and is discussed
in §4 below. The ability to compare SYLK to other
ASRs, and particularly phoneme-based systems
{where both lexicon size and stalistical behaviour
of the language model differs from SYLK) is
discussed in some detail by Kew [10).

2.3. Assessment in SYLK

The naive count-based measures are meaningless
as a means of comparing SYLK 10 other systems.
Although they can be used to give some measure
of refinement {(eg by quoting %Comect figures for
refinement tests, in isolation from the first pass
results) this reveals liftle about system
performance as a whole. In particular,
specialisation (§4.1) must necessarlly reduce
%Comect, and whilst this is not an insurmountable
problem it does serve further 1o render it
unsalisfactory as a performance measure.

SYLK expresses resulls as a lattice, measurement
of entropy in which has much to recommend it.
However, the assignment of probabilities in the
lattice presents a problem (HMM first-pass Viterbi
secognition probabilities are useless for this
purpose). In using such a measure, CSTR have
devoled considerable effort to this problem,
including floor probabilities in the laftice and
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probability post-processing, which are indeed
oplimisad by reference to the entropy measure
(Mcinnes [13]). A simitar approach in SYLK would
be further complicated by the syllable madel.

A Relative !nforreation measure following Smith
[19] does not measure lattice quality, but has the
advantags of simplicity and ease of use. It has
considerable functional advantages, including
versatllity, and it meels the particular requirements
of SYLK enumerated above. Kew [10] describes
developments of RIT during the course of SYLK,
and further details of actual use are given below.

A further advantage In the use of RIT is that it may
alleviate the problems caused by syllabification, In
that possible systematic errors in the “correct®
tabels {Green [7]) will have relatively litile effect.

3. THE INFORMATION-THEORETIC MODEL
AND PERFORMANCE MEASURES

In this section, we use notation:
Syllabic:  OnselPeak.Codal<next syll>
Phonetic:  a/bicfd/...

3.1 Speech Recognition as Information Channel.

—/\/\/— _OUTPLT

Recognisers & Assessment

- phonetic TIMIT labels:
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The Information-theoretic model simply views an
ASR as a noisy inlormation channel. This
formulation is not paricularly useful, as the
problem of measuring information here s
equivalent 1o the original recognition problem]

Smith [19] observes that the speech is a
representation of the correct transcription, and
models the “correct” path as the input, so that
information may be computed directly from a

confusion matrix:
_ouTPUT

_|.Nu=.u.*r—}—/\/\/—

In SYLK, the recognition Is given in lerms of
syllabic SYLK Symbols, but the ‘input’ comprises

Foiphunt —}—/\/\/— _OUTIPUT

Kew [10] shows how we consider this as a
compound channel comprising syllabification and
recognition, and measura the falter by factoring
out information loss due to the former:

nipy 2y, Ny x _ouTPuT

3.2. Basic Performance Measure
The basic computation of entropy ang RIT in given
in Smith [19] or Kew{10). In bnef the entropy H fn
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a discrete random variable X is given by:
HX} = - EuxPix) logaAP{x)) (1)
The emropy in a relation S:[X->Y] is given by
H{S) =
* Zeex yev P(X)P(ylsxX)log,{P(x)P(ylsx)} (2)
The mutual information in S Is given by

MI(S) = H{X)+ H{Y)-H(S) {3)
and the relative information by
RIT(S) = MI(S)/H{X) (4)

We use this with X representing TIMIT phone
labels and Y SYLK symbol recognition, and
compute a normalised measure by factoring out
information foss in syllabification.

RIT takas values in [0,1], with 0.0 representing
chance-level performance and 1.0 a reversible
function.  Boucher [2] shows that for several
variants of a SYLK recogniser, RIT varies
approximataly linearly with %Correct {although this
result is confined to a small range of values).

3.3 Evaluating the Syllable as Recognition Unit.
We note that afl of these measures necessarily
involve some compromise. Measuring SYLK
recognition vs SYLK labels builds in errors of
imperfect syllabification, and measuring against
TIMIT labels is essantially a projection, explicitly
factoring out syllabic information.

it Is nevertheless possible to evaluate the syllable
model, and two studles give it statistical support.
The first (Kew [10b]) assumes RIT for seral
information channels to be mulliplicative, and
combines cur rasulls with an analysis by Carter [3]
of phonellc dictionary access (note that this
assumption will be invalidated if it is possible for
redundancy at some stage subsequently to be
exploited). In spite of unfavourable assumptions,
syllabic recognition was found to outperform a
similar phonemic system by about 4-20% overall.

M

The second study {Kew [11]) analyses the effect of
the syllable mode! structure, and finds it reduces
enlropy In tha data by capluring redundancy.
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4. MEASURING REFINEMENT IN SYLK

4.1 Refinement Tests

The SYLK refinament tast (Kew [9)) is the unit of
post processing. A process acts on a fragment of
waveform or other representation, to produce a
feature vector, which Is used by a trained classifier
to assign or revise symbol probabilities in a lattice
via evidence combination:

Prior Output + Fragment .mﬂne.’ Refined Output

Two distinct classes of refinement test are
identified: those which aim to revise existing
probabilities in a lattice, and those which make a
distinction at a new level of detail {speclalisation).
Assessment of the first type of refinement is
straightforward (and SYLK has not been able to
achieve Improvements using such tests). In this
section, we consider specialisations.,

The main case of interest in SYLK is that of fine
phonetic distinctions:

AN\~ —Frontzna P syts—Retne- b e ones

eg. D > ([b.d.g]) {le determine place of
articulation in a volced plosive Onset).

4.2 Aefinement Model

The model of refinement is straightforward. A
SYLK symbol is replaced by a palr, comprising
lisetf with a specialisation comprising one or more

phone labels. We use Q 1o dencle the set of all
such pairs.
42,1 Refinement Hierarchy. Refinement

determines a partial order on the speech

representations, which is described by a lattice

bounded below by syllabic detail (first-pass output)
and above by syllabic+phonetic detail Q:

. Ta0)]

Phones|

Hierarchy
of

Refinemeant

A1, A2 Relinamants
RA12 = A1 and R2
£2 tull SyllePhona
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4.22 Orthogonal Reflnement.  Speclalisation is
orthogonal, in the sense that such refinement is
independent to first pass results (and provided the
new Information is always added, and not
considered to supersede axisting information).

4.2.3 Parlel Information Channels. As a
consequence of the independence of the stages of
recognition in specialisation, the information
channels presented by the first pass and
rellnements may be treated as parallel.  This
applies equally whether refinement is modelled as
a single entity or as a seres of different channels
(represenling for example refinement of ditferent

syllabic unils) provided the refinements
themsehvas are mutually independent.
Either

J\/\,- [ &P Refineasys

v
2
b1
.

Refined Sylls

4.3 Measurement of Refinemant

Measurement of the performance of a refinement
test in isolation is straightforward: we may count
corract outcomas, or measure Information in a
confusion matrix. We consider it more
satisfactory o measure whole-system
performance before and after refinement, and note
that we are able 10 do so using information.

Ideally we should measure a system in lerms of its
own recognition units, at the most detalled level
applicable.  [n the SYLK system described, this
would Imply using the full syllabic+phonetic
description . However, as no such full labels
were available to SYLK, some modification was
required. We describe two variants of the
approach:

Proc.l.O.A, Yol 14 Part & (1992)

Measuring Refinement

Phone Labels

Ideally we should measure a system in terms of its
own recognition units, at the most detailed level
applicable. In the 8YLK system described, this
would imply using the full labels 2. However, as
no such full labels were available to SYLK, soms
modilication was required. We describe two
variants of the approach:

4.3.1 Phone Information.  Kew [10] measures
refinement performance by measuring the
phenetic infoermation in a SYLK recognition. Thig
projects onto a phone-unit level, which is
considered appropriate to relinement tesls where
the new information introduced is phonatic. It
makes best use of the available data (TIMIT
phonetic labelling).

The drawback is that syllabic information is bost
from the measurement First-pass {syllabic})
performance appears 10 under-perform in relation
to phonetic refinement unless normalised using
equalion (5} above.

4.3.2 Local Refinement Information. A varlant of
the above is used in Green ef 8/ [6]. The SYLK
architecture is mirrored in processing the ‘correct’
reference date. The phone labels are syllabified,
using a rule-based syllabification program, and the
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phonetic information appropriate to a paricular
refinement re-introduced to the syllabic labels.
Recognition before and after refinement Is then
measured in tarms of the refined syflabic labels.

In traditional terms, this is arguably a more correct
use of the information-theoretic model.  Syllabic
information is not lost in measurement so the bias
is removed from front-end evaluation, although in
practice the problem is merely transferred 10 a loss
of information in imperdect syllabification.  An
additional drawback is that the measures are local,
so the refinement hierarchy lattice structure is not
preserved in the measurements, Each refinement
is measured differently, so that performances of
lests making different distinctions are not directly
comparable.

4.4 Bounds 1o Refinement Performance
As noted above, RIT takes values between 0.0
and 1.0, the latter figure being achieved by a
perfect recogniser.  Phonetic information in a
syllabic recognition is likewise bounded above by
that in a perfect syilabification.
The information In a refinement test is similarly
bounded above by that in a perlect refinement.
We may estimate this for any given refinement by
substituting correct labels for refinement outputs
wherever the test is applied. This requires a
strategy for cases where first-pass output is wrong
sp that the correct refinement may be undefined:
our 'perfect refinement leaves first-pass output
unchanged in such cases.
As information cannot be lost in refinement,
information in a refinement is bounded below by
that prior to refinement. These bounds are used
in Green [€,7) to define a percentage measure of
information transmitted by an actval refinement
test, given by

RefinedRIT - PriorRIT

= - " 6
%l-trans = 100 PerdectRIT - PriorRIT @

4.5 Results

It is not the purpose of this paper to report results,
and the interested reader is refered to a
companion paper in this volume (Green [7]) or the
final report of the SYLK project (Green [6]).
However, It is worth reporting here that some that,
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using & small nurnber of refinement tests, we have
been able 1o achieve some encouraging
refinement performance figures, with %l-trans
values often in the range 70 - 90%, and some

Individual tests enhancing total front-end
Information by up to about 21%.
4.6 Conclusions

By means of an inlormation-thecretic description
of the SYLK ASR system we are able to make
meaninglul measurements of the whole and any of
ils conslituent parts. Wea can evaluate the
performances of both the front-end and refinement
lesls, in isolation or in the context of the whola.
We can determing what scope for improvement
exists for the whole system or any given
component, as well as the whola-system
improvement potentially attainable by a new
refinement test making any particular distinction.
As RIT results are not widely quoted, wa have no
figures with which to compare SYLK to other,
phone-based ASR systems. Whilst a numbar of
%Comect and Accuracy figures are given in Green
{6, 7), these cannot be meaningfully compared
with resulls quoted for other syslems, for reasons
discussed above. We are nevartheless able to
support two main principles of SYLK: the syllable
modet s of value as a unit of structure (§3.3), and
further inlormation may be gained by refinement
ol an existing recognition {§4.5).

5. DISCUSSION AND FURTHER WORK:
AN INFORMATION-ORIENTED APPROACH TO
SPOKEN LANGUAGE UNDERSTANDING

5.1 Limitations on the Informalion Mode! of SYLK

The information-theoretic measurement of SYLK
shares with other measures the drawback of
‘tunnel vision™: just as a high APU-count score may
be difficult to make constructive use of in, for
example, a morphological, syntactic or semantic
analysis, so too the RIT measure does nol ascribe
a usefulness value to tha information measured,
It is therefore appropriate only to the assessment
offront-end ASR perormance in isolation, unless
coupled with a further analysis,. Wa can only
claim that information is the best measure of

Proc.LOA. Vol 14 Part B (1992
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—

performance in the recognilion of & given alphabat.

5.2 Task-Orisnted Measures.

This limitation is dua to the task definition and
implementation.  The approach of §3 may In
principle be arbitrarily exiended to the
measurement and analysis of information transfer
in any communication task, subject to an adequate
mathematical description being avallable. The
key to more general application lles in the use of
task-oriented measures, and the design of
interfaces between syslem components which are
‘clean’ in the sense that information is presented in
terms of the task.

Front-end APU recognition is of course a valid task
(though not particularly useful in isolation}, so the
measure discussed above is lask orlented.
Another task Is phonetic dictionary access as
analysed by Carter [3]. In estimating system
performances in this task, Kew [10b)] presents an
argument of the form “SYLK gives X% of syllabic
Information, end syilabic Information gives Y% of
task {word) information, so SYLK will give XY% of
task information®. It is & first-order approximation
based on no usable redundancy in the syllabic
recopgnition (contrast the unreliable zero-order
approximation of applying a similar argument to
%Cormectl) but requires experimantal investigation.

5.3 Information-Oriented  Spoken
Processing Models.

The task of spoken language understanding may
be viewad as a communication channel, wherein a
listener receives the information a speakar intends
to convey. This is of course a difficult task,
wherein the major difficulty is adequate linguistic
modelling. To formulate it in terms amenable to
analysls requires a Suilable mathematical
description of the information belng conveyed.
This Is not within the conventional scope of
information theory, and to avoid confusion with &
more limiied domain we wil speak of an
information-criented approach.  The change in
terminology does not imply any change to basic
mathematical concepts and measures.

Whilst is not clear whether and to what extent
either linguistic models or statistical corpus
analyses may serve this purpose, we feel that

Language
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certain ideas deserve investigation:

5.3.1 Task-driven models. Within a limited
domain, significant (information-bearing) Ideas
may be explicitly enumeraled. For example, in a
booking system for public transport thesa include
times & dates, destinations and means of
payment. Such cases may admit a strong
information-oriented model, incorporating  the
different ideas as separate (parallel) channels.

/ Routainfo
Z— Timsinto })—) Transatcionihlo

™~ Paymeniinfo

532 Botlom-up approach. This involves
extanding the SYLK (or comparable APU-based)
front-end to encompass the regognition of words,
phrases and sentences. By starting from an
information-oriented model, we may consider
possible sources of information, and their
Interdependencies. A possible system
architecture might be based on:

[Serinces

in which we have effectively moved the ‘great
divide' between Speech and Language outside the
system portrayed.  The various channels used
here being precisely identilied, we can use the
information-based analysis to determine their
exact effectiveness. This facilitates oplimisation
ol the architecture, as well as maasurement and
improvement of the various subsystems.
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We note the double-use of prosodic information in
two separate channels: we might justily this by
reference to studies distinguishing word/sentence-
level stress (eg Hieronymous [B]). By building
prosody Into the architecture, we polentially make
full use of available information, gaining a major
advantage over its more lypical piecemeal use as
an accessory to a 'pipeline’ (eg Prica [17]).

5.4 Conclusions.

The information-theoretic approach to SYLK has
been undertaken in a very limited limescale, but
has nevertheless yielded new and rich insights into
the the behaviour of the system. Likewise the
assessment methodology, extended from the
basic idea presented by Smith [19] has been found
to be a powerful tool.

We have discussed in principie the extension of
the front-end ASR to a much more comprehensive
spoken language understanding system, and how
the information-orienied approach might provide
the réquisite mathematics. We now require only
the resources with which to investigate this
approach, and create a protolype system.
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