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Abstract

This paper discusses a method of acoustic wavelonn synthesis. for use in a text-to—speech system, which employs
the concatenation of a very large number of very small acoustic units. Such sub-phoneme sized audio segments,
called wavelets. can be individually spectrally analysed and labelled as fenones. (Fenones are liarrriliar from
speech recognition methods, where they are clustered into logically related groups, miledfenemes. sequences of
which can be matched with individual phonemes, and hence words.) In the text-to-speech use the required
phonemes are known from prior linguistic analysis of the input words in the text. Suitable sequences of fenemes
can be predicted for each phoneme in its own context using standard hidden markav modelling techniques. A
complete output waveform can be constructed by simply concatenating a very long sequence of wavelets, each
corresponding to its respective l'eneme. The design and use of this approach to waveform generation is discussed
in the context of a practical text-to-spcech system The advantages of using a feneme set extracted from a training
script read by asingle human speaker is that it might be possible to generate natunl sounding speech. using a
finite sized codebook.

1. INTRODUCTION

The objective of a lext-to-spwch (TTS) system is to conven a sequence or one or more words into an acoustic
wovefimn which will be as acceptable to a human listener as if the words had been spoken naturally. Automatic
synthesis of waveforms from text is required when the contents cfan intended message are not known in advance,
and so pro-recording the waveform is not possible. This can occur, for example, when electronic mail messages
must be read over the telephone to a remote useri Many methods of convening text to speech have been
proposed[7] and a wide variety of implementation techniques studiedIZ]. The standard methodsll] have been
shown to have high intelligibilityfll] using both rhyme and comprehension tests. However, most existing
techniques, and thus also commercially available systems, produce sound which is less natural, and usually less
acceptable than, human speech. In some applications, such as human orientated computer interaction, noisy, or
stressful situations, the requirement for more natural sounding speech is thought to be important

A favoured method of creating speech output is to use samples of speech taken from a recorded human voice.
Since only a finite amount of rworded material can be obtained. it is thus necessary to segment and re-assenrble
the actual recordings to create the illusion of a new utterance. The most common units of segmentation used have
been phonemtsu I], diphonesm and demi-syllables[9]. Waveform synthesis by the concatenation of segments of
natuwa spoken speech has the potential to improve over other methods of speech synthesis, such as formant-
based methodsm, because it has the ability to precisely model the speech characteristics of a given human speaker
and so achieve a more natural speech quality. Additionally, it‘rhe pm of capturing a speaker's segmental and
prosodic characteristics could be made sufi'rciently straightforward, it would assist in the rapid oration of new
"Voices" for a Text-to-Speech (l'I'S) wstern[6]. it might even enable a sysenr to be trained on a given spaloer or
customised to perform in particular speaking styles or dialects.
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The principal difi'tculty with coneatenative synthesis is the decision of exactly what type of segment to select.

Long phrases exactly reproduce the actual utterance originally spoken, and are widely used in Interactive-Voice-

Response (lVR) systems Such segments are very difficult to modify or extend for even quite trivial changes in the

text Phoneme sized segments can be extracted from aligned phonetic-acoustic data sequences, but simple

phonemes alone cannot genetally model the difficult transition periods between the more study slate central

sections, leading to unnatural sounding speech , Diphonc and demi-syllable segments have therefore been popular

for text-to-speech systems precisely because they do attempt to capture these transition regions, and can

conveniently yield locally intelligible acoustic waveform.

An additional problem with the concatenation of phoneme-sized or larger, units is the need to modify each

segment according to the precise prosodic requirements of the context it is intended for. Some approaches have

used an LPC representation of the audio signal so that its pitch can be easily modifiedll4]. Other approaches have

used the pitch-synchronous-overlap-and-add (PSOLA) techrtiquel4] to enable both pitch and duration to be

modified for each segment of the complete output waveformlé]. Both of these approaches introduce the possibility

of degrading the quality of the output waveform, for example by introducing perceptual efl’ects related to the

excitation chosen, in the LPC case, or other unwanted noise due to accidental discontinuities between segments, in

the PSOLA case. A method of wavefomt generation which does not require such modification, or keeps it to a
minimum, would therefore be advantageous.

In most ooncatenative synthesis systems the determination of the actual segments for the given voice is also a

significant problem. If the segments are determined by hand the process is slow and tedious. If the segments are

determined automatically they may contain errors which will degrade the voice quality, While automatic

segmentation can be done with little or no operator intenention, for example by using a speech recognition engine

in its phoneme recognising models], the quality of segmentation at the phonetic level may not be adequate to

isolate good units. in this case some hand tuning tvould still Seem to be needed.

Consequently, this study examines an alternative idea for waveform synthesis: namely the concatenation of very

small. sub~phoneme sized, units These units are well-known from speech recognition techniques. and il‘ correctly

selected and concatenated into very long sequences, could form complete waveforms which could be acceptable as

intelligible. natural sounding speech. The objective of this approach is to create a computationally viable method

of capturing information about a panicular Speaker which will lead to an automatic method of producing

intelligible, natural sounding speech, in short a speaker dependent speech synthesis technique. The principle of

the method is outlined below, and a procedure for building such a system is described. The system hasbeen

prototyped and initial results suggest that the output can be acceptable. Some of the outstanding problems with the

method are discussed.

2. THE DEFINITION AND DETERMINATION OF SUITABLE SUB-PHONEME SEGMENTS

Let an observed speech wavefonn, S, be denoted by a sequence of digital samples assunting some sampling rate

suitable for establishing enough bandwidth to capture all the relevant frequencies,or S = 5°,sl's1,...s,,. For

example, at a sampling rate of 11.025 Khz. as used in standard multimedia audio adapters, there will be 11015
samples per second, and (tt/ll025) is the length of S in seconds. Now assume that consecutive groups of m
samples can be identified and labelled. There is no requirement for each group to be the same length, although a
fixed length is usually chosen for speech recognition work. In this case arbitrary length groups are assumed.
Each group ofsamples denotes a unique wavefonn segment, called a wavelet and can be denoted by w,. The

tvatefonn can be considered to be a sequence of adjacent. non-overlapping segments, or

S = W = we, wl ,. .. ,w_. Each wavelet can be uniquely labelled with an index number, I, , giving a sequence of
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labels L = 10,1, ,... ,1. which an be calledfenones. A fenone has an associated spectrum obtained. for example,
_by using the fast fourier transform to obtain a vector of discrete fourier transform coetl'rcients for the
corresponding wavelet

Now suppose a new sequence of fenones, L'= l‘o ,l'. , ...,I'_, is constructed according to some principle. Clearly

the corresponding waveform can be generated by selecting the wavelet, w", which corresponds to each new

fenone, I", for each i=0,l,...,m. in principle the selection can be done by a simple lookup table, and the final

wavefortn is obtained by concatenating the consponding wavelets, giving S'= W'= w'o ,w'I ,...,W'_,. In
practice. discontinuities at wavelet boundaries can be smoothed by applying a window, say a Hanning window, to
a larger section of the waveform. and perfoan pitch synchronous overlap-and-add of adjacent wavelets as in the
PSOLA technique“). Since each watelct may contain inherent traces of the fundamental frequency at which it
was originally uttered. great are would need to be exercised in choosing the precise sequence of fenones so that
realistic pitch movements are perceived in the final waveform. For that reason the following discussion will
largely ignore the problem of correct pitch asignrnent for the sake of clarity. It should be noted that the pitch
problem can. ofcourse, be solved by either selecting the correct fenone from a set of similar fenones differing only
by their pitch, or by modifying a single fenonc by astandard LPC or PSOLA wavefonn modification technique.

The main drawback of the simple method just described is tlral a very large inventory offenoncs would be
required. even given the fact that identical ones (where they exist in the training corpus) can be coalesced.
Because truly identical fenones do not often occur (except in silence or noise) there could be the order of a hundred
thousand fenoan in a typical training corpus of about I hour of speech, given the parameters specified above for
sample rate and fenone rate. Another difl'rculty would be the choice of a strategy for deciding which fenone to
select in order to build the desired output sequence. As such, the choice of fenone would represent an enormous
search problem.

In order to simplify the search problem, and reduce the number of items which can be selected. the same stratey
is proposed here that is commonly used in speech recognition systemslS], namely to clusterilol the fencncs into an
equivalent set of labels, which may be calledfincntes. Fenemes can be considered to be unique numbers, but it is
also useful to associate mnemonic text labels for ease of understanding. Thus, for example. fenone number no
might belong to the cluster denoted by feneme 35 which could be labelled AELI, indicating a portion ofan AEl
phoneme. -

The feneme is thus considered to be a genm'c sub-phoneme unit, used in potentially many difl‘ercnt contexts, and
which is typically of the order of a few milliseconds. The lower limit on the size of a feneme is a single
fundamental frequency wave epoch, and is determined in part by the base pitch ofthe speaker being modeled. It is
a basic assumption of this approach that there exists a useful clustering of fenoncs which will both significantly
reduce the number of feneme; and yet not inuoduce any unwanted perceptual effects which could degrade the
output waveform. of course in the limit, when the number of fenemcs is equal to the number of fenon, a perfect
waveform could conceptually be constructed (at least for utterances similar to the training corpus). A useful

clustering of the fcnoncs for speaker—dependent speech recognition might yield as few as 1000 fenemes. but that
would be unlikely to be sun‘rcient for a general purpose text-to-spcoch system. The determination of the best
feneme set, or codebook. is Still a matter of investigation, but it seems plausible that a size of the order of
magnitude of 10,000 might sull‘tee.

The fenones can be clustered into a set of fenemes by standard methods of vector quantisation, for example by the
use of the k-means algorithmllO] to cluster wavelets with similar features. creating a codeboolt of labels of a fixed
size. The fcnemes are then said to be trained on the observed corpus. Each feneme represents the centroid of a
group of fcnones, and can thus be associated with a wavelet by either choosing one of the fenones in the set
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(perhaps the nearest) or simply by choosing an arbitrary member of the fenone set (for example the first. or the
seed value for the given cluster).

3. CONSTRUCTION OF WAVEFORMS FROM SUB-PHONEME SEGMENTS

Assuming that a good set of l‘enemes can be generated, the problem remains to predict the sequence of {cherries
required to achieve a particular output utteranceThe method suggested here. and prototyped in a text-to-spcoch
system, is to use conventional language modelling techniques[13] to predict the desired feneme sequence, given
the required sequence of phonemes specified by the initial linguistic processing of the text-to-speech system. This

can be done, for example, by using a n—grunr hidden markav modeKHMM) trained on the original speaker

dependent speech corpus. The equation to be solved must relate the observed phonemes in terms of an underlying
(hidden) fenemc sequence. This is the maximisation of the conditional probability of a model producing the

observed sequence of phonemrs, F=f.,f1,...,f~, given any l'eneme label sequence. L = I,,Iz,.,.,ln, or

m'ax[P(F|L)] = mLax[P(L|F)P(L)/P(F)], which amounts to finding the mlax[P(L]F)P(L)]. This
model can be initialised by extracting counts from a previously aligned corpus of phoneme and feneme sequences.

The model can be further trained by standard HMM modelling techniques to create a general purpose model for

predicting fenemes from phonemes.

First, the training corpus is analysed to determine the equivalent feneme sequences in the way described above,
and then these feneme sequences are aligned with the knovm phoneme sequences using the Forward-Backward

algorithm to train a suitably chosen l-lhflVl. This is standard practice in speech magnition methods[5] to obtain a
mechanism for labelling a spwch corpus automatically with the corresponding phonemes. The process is not

entirely error-free. but can be shown to be surprisingly accurate Now that an HMM exists trained to model

phoneme-to-feneme mappings, it is a simple matter to use the PM generativer to produce typical feneme

sequences when given an arbitrary phoneme input sequence. A further constraint on the model is the expected
duration of the phoneme output; that is, the number of fenemes which must be processed in order to output a

single phoneme. Without this constraint the model could only be expected to output rather short sequences.

The order of the phoneme output n-gram model needs to be considerably higher that the n=3 which is typical for

language modelling in speech recognition, but since the parameter tables are usually sparse this does not present a

grwt problem,

Finally. once a {eneme sequence has been constructed, the actual output navel'onn can be generated in the way

indicated above. If the wavelets are encoded as LPC coefl'rcients they can be re-synthesised at different pitch
values, Alternatively. direct waveform concatenation and modification by PSOLA methods, while more expensive
in storage requirements, can be shown to be very eflicient computationally if all the operations are carried out in

the time-domain.

It. COMPONENTS OF SYNTHESIS SYSTEM

The method proposed in this study can be visualised as a working system by reference to the following diagram.
The processing components of the diagram are described in more detail below. (In the diagram data items are
denoted by boxes with dashed outlines, and processing algorithms are denoted by boxeswith solid outlines.

Arrows indicate the movement of data.)
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Ablcok diagram ofthe system components required for speaker-dependent speech synthesis

 

The processing components of the syslem pictured above are described in more detail here:

i. Fenerne nlphnhct determination: The l'enone size is chosen, typically of the order of Him, as for speech
recognition. A training script mil by a speaker is labelled with FFT coefl'tcient vectors for fish actual
l'enone. These vectors are clustered for the given speaker, and quantisod to a finite set of fenemes which are
unique In the speaker. The size of the feneme alphabet is imponant in determining the degree to which tlte
fenemes will generalize.

2. Continuous speech modelling: The equivalent {eneme sequences for the fenones observed in the training
corpus are generated. using the fen/one clusters determined.

3, 11‘s linguistic processor: The words of the training script are convened to phoneme sequences, using the
linguistic processing stage of the text-to—spwch system itself.

4. Fencmc to phoneme Iligner: The phonemes of the training script are aligned with the [meme sequences of
the observed speech corpus by the viterhi alignment of a hidden markov model which has been trained by the
forward-backward algorithm on this task‘ Note that this is very similar to the initial stages of analysis in
some speech recognition qmms It is clearly essential to have a training script which is large enough to
contain a suflicient number of examples of all common phonetic contexts so that the subsequent TI'S
finthesis will have a good coverage.
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5. Fencme sequence generator: A model of phoneme to feneme comersion can be cmted using tlte training

data generated in the previous step. it is \vonh noting one significant departure from general language

modeling practice here, which is that no attempt to "smooth" the model should be made here, since, unlike

normal n-gram modeling, it is required to generate actual {enema sequences and not recognize unobserved

new sequences

6. Output Waveform Build: The expected feneme sequence for a given phoneme sequence is convened into an

actual wavefonn' by one of a variety of methods. The preferred method adopted here is to use direct

concatenation ofactual segments in the time domain by PSOLA techniques. It is at tltis stage that the desired

pitch modification can take place. It should be noted that the durational modelling is automatically taken care

of within the feneme sequence generation, although the more general conversion appropriate to overall

speaking rate can be performed by PSOLA methods as well.

It will be noted that, in principle, the stages of processing described can be completely automated so that the steps

could be repeated on any number of training corpus examples. Thus the process could be adapted at will to new

speakers, or even, with suitable modifications, to new languages

5. AN EXPERIMENT 1N USING THE APPROACH

A corpus of 150 sentences of English was recorded from a single speaker, comprising about one hour of audio

recording at llkhz. The sentences were divided into 100 training and 50 test sentences. Approximately 350,000

fcnones were clustered into 320 fenemcs, and each fcneme labelled according to its typical occurrence in one of

fotir positions for each corresponding phoneme, there being 80 phonemes (stressed and unstressed vowels being

distinguished). The training sentences were generated in their fenemie form, and the phonemes and fenemes

aligned by a hidden markov model. A feneme generator model was constructed as the inverse hidden markov

model using the aligned data as training data.

For each of the test sentences at phoneme string, with associated duration and pitch values was generated, using

language modelling techniques also derived from the same speaker. The accuracy of the generated duration values

can be soon from the following example taken from the test set, which compares the calculated values to the actual

ones. The major discrepancy in the esample shown is the error in the central portion where a phrase final

lengthening is not correctly modelled. The durations] model is a closer approximation to the observed values

where the local context gives a good indication of the likely segment duration. as would be expected from the type

of modelling being undertaken. lfhigher level constraints, such as the grammatical structure of the sentence, were

to be taken into account, then it might be possible to improve the accuracy of prediction for phenomena such as

phrase final lengthening.

The example sentence is The first thing you need to know is how Io speak to this computer. which has been

transcribed as the phonente sequence, X, DH, U'HO, F, ER], 8, T, TH, 11, 1, W1, N, EEl, D, T, U'Ul, N, OUl,

ll. Z, H, AU], T, UUl, S, P, EEl, K, T, U'Ul, DH, ll, 5, K, UHO, M, P. J, WI, T, ERG, X. The phoneme

symbols are principally taken from the international Phonetic Alphabet with modifications for marking stressed

and unstressed syllables, and transcribing to printable characters for purposes of computer processing. The system

is the same as that used in a speech recognition systems].
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Using the sequence of phonemes and their durations generated, the fenente sequence for each test sentence is then
generated, An example of a typical phoneme-feneme alignment is shown below, for the words thefirsr thing you
need to thaw as the start of the lest sentence, above

(...:X): Ds_z m_: Ds_1 DS_J m_3 Ds_3 Ds_z ns_zos_z ns_2 ns_2
ns_2 Ds_z ns__3 DS_3 Ds_a Ds_3 DS_3 DS_3 Ds_3 Ds_z ONE; ro_2

asaznnx 0NL_2 ONDHJ anon: PQ_l Dl-l_l
aswuo): um_t UHO_l UHD_l
(252:1): B an 1TH iTI'tEEZTRszF 2mm! JF_Jt-'_JDs Jr :r__er 4
(1761er K1rm_1£m_1£m_1m|_1£m_2 nu] ERIJ an} mu} Elll_3 slug Eru_3 m;
(290:5): s 2 s_zs zs_2s :2 as as_4s 41 42 n_1 1153111331153
(105:7) 1'_4 1'__4 r_4 v_|
(ma-H): DH__l nH_: DH_l D __4 DH_4 DH_4
(mu ll_l u_z II_z uuo_1
(ammo): NG_2 NG_2 Nc_z NG_3 NO_J NV_J N_3 N_ N_]
(323:1) 5:13 5:13 55L: r_1 1_2 t_2r_3 J__31_J J_ r_a1_4
(310.wa uuu_i
(m :N): nv_z nv_g NV_2 N_2 ONM_4 .w_3 ow; O.\'M_4 M_l N__l
(mm); EELI EEI_I EEl_l BEL: £513 mgmgm3m3m3 EEt_Jl0_4TR£E1K_1 mm
(mm)- mm
(357:1). TREE! TRSHJ T_4 T0_z 11L: TQ_2 'rq_3 TIL: TL!TQ_4 'ro_r
(37mm): unoJ UHo_i uno_1
mm): ow} NV_2 Nv_z N_t N_J _4on” emuM_1
(390:0ul): n_1 rm_1 mu El'll_l AUl_l 7_1 r_1 AUl_l AUl_ A£l_2 AEI_2 uc._z uc__z uo_z lG_I to_i uo_2
ua_1 uu_3 uo_3uo_3 uo__3 Ua_3 uu_3 um; 'Ul_1 uu1_3 um; 1._rm3 nu._1m3m_z
(42):"): x 111th D: 3 DS 2 D: J _2 us 2 ns_2 Ds_2 us 2 as J x 3 ON'l_l onus 0N1_1om_3 n_r
B 1 IO 1 IO 1 [0 l

  

    

The wavefomts were then generated from me feneme sequences A further step planned is the evaluation of the
intelligibility and naturalness ol' the resulting waveform, as msured by the standard type of perceptual testsllzlt

6. CONCLUSIONS

The objective of this study has been to investigate a method of concatenative synlhesis which has some desirable
properties. It captures speaker-dependent characteristics so that a natural speaker quality may be attempted
Larger segments of spent; such as dipbones, demi-syllabls, etc. can be modelled by the concatenation of a long
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sequence or sub-phoneme sized segments. The selection of segments can be motivated by, and In some extent

synchronized with, the types of segments used in speech recognition systems for speaker-dependent speech
recognition.

The advantage of this method is that techniques used in speech recognition can be applied to speech synthesis
resulting in a useful sharing of concepts, and algorithms. There are also various practial benefits in terms of the
sharing of tools and corpora, which are also not insignificant. Anecdotal evidence of playing these utterances in
uncontrolled circumstances is that the sound produced is intelligible, and does have a quality recognisany like that
of the original speaker.

The disadvantage of this approach is that there are a number of difl'tcult decisions to take. for which there is as yet
little guidance. The size of the feneme, and the size of the fenune alphabet, are among the major concerns. The
assumption is that it is possible to define some combination of feneme length and codebook size which will allow
natural sounding quality to be achieved. A methodology which might enable the aim of a customisable, speaker-
dependent, natural quality spwch synthesis Tl‘S system to be achieved have beendescribed.
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