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INTRODUCTION

The Problem: The computational problem facing an auditory model for speech
recognition is the same ae that faced by the human auditory system: To produce
a robust representation of those acoustic features of speech signals necessary

for their reliable recognition. These features are likely to consist of

tenants, periodicity and voicing intonation etc” In addition. if the model
is to have any use in a practical and general recognition system, the

importance and consequences of the constancy of percept acheived by the ear in

spite of distortion and additions of sound from other sources must be fully
appreciated. Work at our laboratory (Darwin and Gardner [1]) has shown that
the raw acoustic input to the ear is first subject to mechanisms that group
together components of the sound according to general auditory principles.
These include onset and offset times, harmonicity and fundemental frequency.
Thus to he of use the model must, at the Very least, create a representation

not only of the importh acoustic features of the speech, but one which also
permits the operation of grouping algorithms.

Rationale: The model is based on the assumption that knowledge of the neural

processing of speech is useful in the design of the acoustic processing stages

of automatic speech recognition systems. It seems a reasonable approach when
we consider the excellent performance of the human speech recognition system.

The model is not a literal model of the peripheral auditory system; that is, we

have not explicity incorporated every known property of peripheral auditory

processing in the model. What we haveattempted is the simulation of those

properties that we feel are the key to solving the problems of representation.

These properties are the excitation and suppression of auditory neural
activity. and the frequency tuning characteristics and operating

characteristics; including thresholds. of these processes. The model consists

of an array of channels each of which can be regarded an as auditory-nerve
fibre analogue, the output of each channel being a simulation of a

post-stimulus time histogram; which is the distribution of nerve fibre firing
on a function of time after stimulus onset. Like the auditory system the model

retains information about the fine time structure of the signal. as well as .

intonation about the distribution of activity across the array of channels
(place code). This allows representations of the signal to be created on the
basis of place codes and time codes as well as combined place/time codes.

Heintraub [2] has implemented a computational model of auditory sound

separation based on analysis of the fine-time information in auditory nerve

fibre activity and recent noun-physiological research has added weight to the
view that this information forms the basis of the neural representation of
speech sounds. ,or example Young and Sachs [5] and Delgutte and Kiang [4] have
demonstrated that vowel spectra are well represented in the distribution of
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activity phase-locked to individual harmonics of the stimulus (the average
localised synchronised rate or measure mnction, ALSR or ALSM). This form of
combined rate/fillnnlplece code is robust and has a wide dynamic range due is
sort to non-linear aspects of nerve fibre responses such as suppression
phenomena (Sachs and Young [51). 'I'he ALSR representation also encodes
consonants voiceless fricatives and vowels in noise (Delgutte and Kiang
[UJSLT‘T‘L Delgutte [8" has suggested that the ALSR type of representation
is the means by which the essential aspects of speech sounds are encoded by the
auditory system. We (Palmer et sl [9]) have evidence suggesting psychophysical
Judgements are based on “SR-type representations.

fiuporession: We are primarily concerned with modelling the suppression
phenomenon in order to enhance the primary acoustic features of speech signals.
"'he nhenomenon of suppression is found in auditory nerve fibres (eg. Javel et
a] [10“ and hair-cells (Sellick.end Russell “11), and in the auditory nerve
takes two forms: (a) Rate suppression. The rate of firing to a single tone,
the nrimerv. usually at fibre 61?, is found to fall if a second more intense
tone is presented simultaneously within a certain range of frequencies beyond
the edges of the fibre tuning-curve. This second tone alone would not excite
the fibre and is thus said to have a purely suppressive effect. It lies
therefore in a frequency region where the excitatory and suppression response
areas or the fibre do not overlap. (b) Synchrony suppression. 'the second tone
lies within the excitatory tuning-curve and increases the overall rate of
'irins o" the fibre. Analysis based on the phase-locked temporal response of
the fibre shoes that the activity synchronised to the primary is reduced in the
Dresenca o? the second tons. The second tone has thus weakened the
representation of the primary in the temporal discharge pattern of the nerve
'ihre. Tn general tones falling within the response areas of a fibre will
exert a mutually suppressive effect upon eachother to a degree dependent upon
their intensitv and frequency. The effect of this non-linearity is an increase
in the relative activity devoted to strong stimulus components (Javel et al
ho“; which is not found in linear models of peripheral auditory activity
Nine: and Geisler I.121 ).

m MODEL

fitage I - Tnitial frequency analysis! This consists of an array of 64 equally
spaced; symmetrical; Butterworth 4th order linear band-pass filters in the

_P|I1Igs so - $000 We. These provide an analysis of the input waveform into
'requency components. 'V'he bandwidths of these filters are equal and are
constrained by the need 'or an analysis detailed enough to separate the
harmonics of voiced speech without losing signal onsets. We are currently
testing a number of bandwidths for a range of representative speech sounds.

stage ? 4 "'he model. 'l'he stimulus for the development of the model came from
the suggestion o' Javsl et al '10] that the excitatory potentials of hair cells
are produced by the positive going polarity of a stimulating waveform and
suooression by the negative going polarity. We were not concerned with the
exact mechanism of hair cell transduction but with the possibility of
implementing the sense of the suggestion as the basis for our suppressive and
excitatory processes; at the same time moving closer to a more realistic
modelling of the suppression phenomenon. Our approach differs radically from
models of suppression using the RPM. approach (eg. Cooke [12]) which consist
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of a compressive non-linearity placed between two band-pass filters; the second
of these having a narrower bandwidth than the first.    

   

    

   

   

      

   

  
     

      

  
   

  

   

  

  
    

    

  

It follows from our schemethat at any time an input component will exercise an
excitatory or suppressive effect on a channel but never both. If a signal
contains a number of frequency components then at any time; t; some of these
components will excitethe channel and some will exert an opposite suppressive
influence. If the total excitatory influence is greater than the combined

suppressive effects, and exceeds a threshold value; then the channel output
becomes non-zero at that time with a value given by the total resultant

excitation. The output ofa channel can only be positive-going. In this;
initial implementation of the model; it is assumed that excitation end

suppression are instantaneous and do not extend to adjacent time samples.

Each channel has two band-pass filter functions associated with it: an

excitatory function and a wider (by a factor of 1.5) suppressive mnction.
"‘heee are of skewed Gaussian form with steeper high frequency slopes. Each

channel is defined by a characteristic frequency (CF) which is the frequency of
component to which the channel produces maximum excitation or suppression at a
particular intensity and a bandwidth. llhe general form of the function is as

follows (see Figure 1): 1 a.

405-5») /2nb C=I £92 [-1 5 03-
Cy=x

where X. is the amplitude of a component in dB
- y is the output in dB
at} is the characteristic frequency of the channel in H:

F; is the frequency of the conponent
b is the bandwidth of the channel in Hz

c is the skew factor

In the current implementation the formal bandwidth of the excitatory channels
is constant up to 1.5 kHz and from 1.5 10-1: to 5 RH: is defined by (see Figure
1):

be = (C5 K5c)//5-¢TO

A, .- /-5[(c5 w.) #560]
_where A: is the excitatory bandwidth in Hz

b, in the suppression bandwidth in H:
8‘ is the excitatory bandwidth below 1.5 kHz

55 —‘ /"5 83

where [35 is the suppressive bandwidth below 1.5 kit:

and

The bandwidths thus increase with increasing CF. The initial bandwidths and
the slope of the cF-fraquency function are variable.

"'he computation of excitation and suppression is also determined by operating
characteristics which define the output. in dB. of a channel as a function of
the input intensity. also in dB. In the current implementation these are
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linear functions with variable slope and threshold (see Figure 2):

y at (1—524qu )
where [KMJie the threshold in 115

q, is the slope

The calculation of the output of a particular channel is done on a sample by
sample basis in 50 msec. blocks as follows:

(a) '“hs amplitudefivle at sample I: of each component f is converted to dB.

4‘ [amfijgk > o Xu‘
L! [5"ij <' 0 Si

where )9: is an encitatory sanple
SM is a suppressive sample

(h) The total suppression at sample I: {or channel 55* } is calculated.
is; the suppressive contributions of the individual negative-
at sample k are calculated and summed. The contrihution of an individual

That
going components

harmonic to this total is a function bothof the distance in frequency of thecomponent from the characteristic frequency of the channel} and of theintensity of the component in dB.
1 nun,

51: = lo “will: /20
=I

[Swat-g .- a; [{suc
vhere n5“; is the number of suppressive components

[tn-"fife the suppression threshold
:25 is the slope of the suppression operating

characteristic

6

(c) We resultant excitation; 5J1; ; produced by a single positive-goingcomponent at sample I: is calculated; as s
of the component from the C? of the channel. 'l'h total excitation is thencalculated. L— , Ell 74¢ {xdk e~c _,_})?/27(b¢)j @Y «ea

in. — <EJ a “1‘; limb-7.x /.20 _ e
vherefi-fimijtis the excft’ation threshold

{35 is the slope of the excitation operating
characteristic

hum-é is the number of excitatory components

((1) 'l'he total resultant excitation; GK; for the channel at sample k is iscalculated from the sxcitatory o rating characteristic.
K» r 5.5:: Sm(e) If the total resultant excitation at sample It is greater than core thevalue is aaaigned to the channel output at that sample.
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Figure}. Plots of model output for the vowel /s/ spoken by Roy
Gardner. The darker the grayéanale the greater the activity in the

channel at that point. The vsrtioal axis represents the frequency

ransom L 5000 Is on a linear scale; the horisontal axis 0 ; 50

nssosJamlvidth for initial linear filters is 120 Rs Bandwidth 3 of

excitatory flltsrs is 100 El. (a) Raw model output without any

suppression; (h) ageinno suppression hut eith the the exoitotory
threshold set at 20 d3. Both plots show clearer the positions of

the neinapactral features of the vowel. Analysis of the temporal

pattern of activity in channels shows dominance of these patterns hy

oonponents nearest the ohannel 01?. (o) and (I!) show output with

suppression. In both cases the threshold of suppression is set to

sets as is that a: the sxoitation. The slopes of the_su pressivs

operating characteristic are 1.0 and 0.5 respectively. {0) shows an

utme ease of suppression leaving only the here bones of the

speotnus of the vowel. N has disappeared channels in the this

region responding to the 1') component it at all. The general

picture is that temporal patterns of activity become dominated by

the dominant spectral components (at the tomsnts) of the signal.
This spread of the influence of these dosinant components is a

mnetion of the bandwidth of the shannels. Channel outputs also

sods the to of the signal.
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IWUJL = 6r. '54 ‘3; >0
[MJI'K=D ‘5 flJ'Kéo

vhere is the activity in channel J at sample kJK

(f) The channel output is lav-pass filtered (moving average) to simulate the
loss of phase-locking to high frequency components found in auditory nerve
'ihrsa.

PROCESSING OF THE MODEL OUTPUT:

At the time of writing we are assessing various vays of processing the rev
model output to create representations approprriate to our objectives. These
include:

(a) Place code processing - the position and hondvidth of maximum activity in
the channel array is defined at some point in time. This gives estimates of
formant frequencies over time.

(5‘ Dominant component analysis - The dominant component in the temporal
pattern of activity of a particular channel is defined by auto-correlation.
Plots of dominant component against channel 0? ive estimates of the dominant
spectral components of the signal (see Degutte 9]).

(c) AIS! analysis - a measure of a component's amplitude is calculated by
taking the average measure of the activity synchronised to the component in a
range of channels vith (me close to the component frequency.

(d) 'l‘ime coda processing - the level of the 0? component of a particular
channel is determined from auto-correlation functions-

(a) Extraction of 10 - the output of almost all channels is modulated by the‘
90 componento! voiced speech as evidenced from the vertical hands in the rev
model output. This allows a_running measure of F0 to be calculated; and a
discrimination of the voiced-unvoiced didtinction.

(fl The apectralétemporal pattern of activity in the arr of channels is '
subjected to lateral inhibitory processing (of Shame [15 ) to enhance dominant
spectral features of the signal.

In) Auto-correlation and coincidence functions are calculated to provide the
material for Veintrauh's grouping algorithms.

mmnron:

All programs are vritten in FORTRAN 77 and run on a DEC VAX-11/780 machine;
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