Proceedings of The Institute of Acoustics

A MULTILEVEL COMPUTER SYSTEM FOR AUTOMATTC SPEECHE NIDERSTANDITS

ROGER K. MOORE

DREPT. PHONETICS A%D LIHGUISTICS, UNIV. COLLEGE LOUSUL

Introduction

Recent years have seen the emergence of large-scale speeci racognition projects
celled speech understanding systems {Lesser et al 1975, Walker 1373, Hlatt
1977). These systems (SUS's) have been based on “he view that independent
knovledge scurces (KS's), for example: acoustics, syntex and semantics, all
cooperete to understand an utterance without necessarily recognising each

word correctly (Newell et al 1973). 4 major ccn51devat10n in the construction
of these machines has been the organisation of the K5's (Recay and Irman 1975).
This paper outlines a technique for describing the structare cf any SUS.

Also, it presents a computer system, based on this cachnigue, which enables
the construction of many different SUS structures.

The Descriptive Tachnigue

The methodclogy. for describing SUS orgenisation results from an investigation
into the key concepts of "level" and "unit" within a complex pattern processor
{Moore i1976). This study revealed two fundamental types of process:

(2) between level or interlevel processes, and (b) within level or intralevel
processes.

An interlevel process relates uniis at one level to units at another.
Usuelly, & string of units et a lower level is reiated to a single unit at a
higher level. For example, the string .
of phonemes {{s){(z)(k){s)} is related t }LEvEL i
to the lexeme (6). This relationship
may be written as an equivalence, and DICTIOHAEY
a list of such eguivelences constitutes ZYLTHESIS
a dictionary. Conversions from higher
level units to lower level strings, or
vice versa, are performed with respect
to the information contalned within
dictionary. Conseguently, an 1nter1evel
process is termed the dictionary lock-up 1
or LUP process. In pattern recognition
terms, the dictionary performs as a
training set. Thus all forms of class- BYNTACTIC
~ification, recognizion and matching are PARSE GZHZRATE
considered to be LUP type processes. RULES
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level.  Speeifically, it collects single {v)

units to form a string and in so doing Figure 1. Diagramatic form of {a} an
applies sequential constraints. LUP process, and (b} = 3LS process.
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Conversely, it takes a string and splits it into its constituent units., The
sequential constraints may be expressed in a grammar as syntactic rules. As a
result, an intralevel process is termed the syntactic-rules or RLS process.

A pattern processor consists of a number of LUP and RL3 processes connected
together in multiple hierarchies. The nature of the processes allows B mixture
of bottomup and top-down processing. The lowest levels of the hierarchies
contain the least abstract units of the system. These are the input-sensary
and output-motor channels, Higher levels contain mere abstract representations
of this basic data.

The descriptive technique may be used to compere any speech recognition strue-
ture with thaet of another. Also, particuler features may be discussed in a
revealing way. For example, the clmssical problem of segmentation has several
interesting interpretations in terms of the descriptive technique; segmentation
by LUP (word spotting), or segmentation by RLS (rates of change of parameters).
Above all, the technique provides & vehicle for designing nev structures, and

it was to this end ihat & computer implementation was developed.

Computer Implementation

The computer implementation of the deseriptive technique is essentially a
program which enables the creation of different configurations of LUP and RLS
processes. Each process is an independent task under a time-sharing operating
system. However, to underline and exploit the fundamental similarity between
processes, all LUP processes share a common LUP procedure, and all RLS PToCesses
share a common RLS procedure. Commnication between processes is performed via
a common ares ¢f memory aeccessible by the two procedures.

A controller task organises the process tasks thereby providing variocus facil-

ities for operating the system:

(1} A system may be configured by: adding a process to the current configuration
[ADD}, deleting & process from the current configuration (REMOVE), saving
the current configuration in a file {SAVE), or retrieving a previously saved
configuration (CALL},

{2) & system may be run by: activating ail the processes in the current config-
uration (START), or de-activating ell processes {STOP).

(3) A system may be debugged by: locking at the data stored in the communication
buffers {DUMP), or sending information to e specified device (FEEDBACK).

At the present time (April 1978} the computer system has an inventory of twenty-
seven processes; seventeen LUP and ten RLS, From these building blocks a number
of different speech systems have been constructed.

Example Configuration

The system shown diegramatically in figure 2 can perform simple arithmetiec
operations in response to spoken commands with pauses between the words. The
system understands a ¢command such as "What—-is three plus five 7" by placing
three blocks and then five blocks in a model world. The system then counts the
total number of blocks in the world and speaks the result "Eight". The medel
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world is displayed on a visual display unit showing the addition and removal of
individual blocks. To deal with both sddition and subtraction tne system has
both positive and negative blocks. A long period of silence folliowing speech
is recognieed as "?" and terminates & phrase indicating that a response is
required. If the speaker says "two minus " the system will reply "Minus
what ?". The command "Clear" erases all bloeks from the model and the system
responds with "0K".

The flow of data within the configuration is as follows: TEARS is a RLS process
which is the handler for a sixteen channel Filter bank. Its output is a string
of sixteen units representing spectral energy, once every ter ms. These strings
are collected and segmented by STAB (RLS). STAE segments when the Buclidean
distance between one spectral slice and the next is zero (i.e. silence). The
output of STAB is thus a two-dimensional representation of a word; a spectrogram
bounded by silence. SPECT (LUP} matches the spectrogram against its dictionary
using a dynamic programming algorithm and the resultant word symbol is passed to
SAME (RLS) and MICH3 (LUP}. SAME segnents the string of word symbols when ‘there
have been a certain number the same in & row (silence is represented by a word
symbol}. This number is adjusted such that SAME segments after = pause follow-
ing & phrase but not after a pause between worda.
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Figure 2. Diagramatic form of a speech understanding system.
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An exsmpie string which SAME mignt form would be: U{8)(W) )-8} (8){T)
{51(8)(s}(5){8}(8)), where (W) is the word symwbel for "wnat-is", and {2} is
gilence. MWTCH3 (LUP) merely echoes the owsput of SPECT except for {5) which it
recognises as 'aull' and therefore gives ng outpus. MNECE3 also receives strings
from SAME, and on those ocecasions it oubpuis (7). This is because, like MATCH '
and MTCHZ, MTCH3 performs an absolute match egeinst its dictionery, and unknown
strings {i.e. those not listed in its dictionary) ave classified as don't knows.
The result of these cperations is that the output of MTCE3 might looz like:-

(WY (5= {T(7).

SUMS (RLS) collects the output of MICHZ znd zpplies word symiamx, parsing the
symbols into strings in which the operators '+' end '—' are associated with the
next symbol {usually a digit)., MICH2 converts the parsed symbol strings into a
symbol which is used as a representation common to the three hierarchies. This
symbol is passed to MATCH which synthesises from it a program of actions for the
model world, For example, {+3} is converted to ({+){+)(+}), where (+) means
"add one positive block". WORLD (BLS) performs the actual operations.

When all actions have been performed, as indicated by the arrival of the single
element string ((?)), WORLD outputs the conients of the world as a string;
({=){=)(-1{-)} would mean that the world contained four negative blocks. MATCH
turns this siring back into the common symbel {-L).which is passed to MICH2.
MICH? synthesises ((-){L}) and RDUM (RLS)} simpily splits the string into its ele-
ments: (-) and (L), SPEAK {LUP} then synthesises a string of control parameters
for the speech synthesiser, and the response is spoken by SAY (RLS) .

Conclusions

The computer implementation of the descriptive technigue is proving to be a real
aid for designing speeech reccgnisers. It is true that a particular configura-
tion could be more efficient if it were programmed directly, but it is possible
that such & solution might not have been discovered had it not been sxpressed in
terms of the two basic building blocks. The deseriptive technique and its comp-
uter implementation forms what is possibly a unique conceptual and developmental
aid for designing and comparing different speech recognition strategies.
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