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ABSTRACT

Whole word pattern matching us ing dynamic time-warping (DTW) has
achieved considerable Buccess as an algerithm Ffor both isolated
and connected word recognition. However, the performance of qu:éh
an  algorithm is wultimately limited by its inability ‘to
discriminate accurately between similar sounding words. This
paper presents an alternative DTW approach which is able to focus
atrention onto those parts of a apeech pattern which serve to
distinguish it from similar patterns. Preliminary results
indicate that discrimination batween similar sounding words can
be improved, and the implications for future speech recognition
algorithms are diacussed.

INTRODUCT ION

Current automatic speech recognition algorithms use non-linear time
registration techniques to match an unknown speech pattern against a get of
reference patterns [1,7). The identity of the unknown pattern is determined
by the resulting best matech. The technique is very successful for
vocabularies which contain easily distinguishable words, but for wvocabularies
vwhich contain similar sounding words, errors often occur. This is not too
surprising sinee, almost by definition, similar sounding words are difficult
to disambiguate. However, in this inetance, the matching algorithm is also
partly to blame.

The reason is that current whole word approaches to speech pattern matching
caleulate a figure of similarity which gives equal weight to all parts uof the
patterns. Hence, when words which differ only alightly from each other, such
as "stalagmite" and "stalactite", are compared, the algorithm may be swayed by
irrelevant differences in regions which are unimportant. For example, if the
“stala-" in "stalagmite” happens to be very similar to the "stala-" in the
“stalactite” reference pattern, then it might be mnisrecognised. Whar is
needed ip a matching algorithm which is able to. focus its attention onto those
parts of a speech pattern which serve to distinguish it from other similar
sounding patterns. .

Rabiner and Wilpon [8] have proposed a two-pass solution te this problem. A
vocabulary is divided into subsets, where each subset containe words which
sound similar. On the first pass an unknown word is classified as belonging
to one of these sets using a standard DIW ‘algorithm. A secand pass is then
performed within the identified get uging word specific weighting functions to
emphasise the regions of importance. The technique succeeds in achieving an
increase in recognition accuracy for difficult vocsbularies such gg the
alphabet. o
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The most obvious disadvantage of this approach is the requirement for two
recognition passes. They are needed because the weighting functions used on
the second pass are only relevant to the particulac typea of difference
characterised by each of the vocabularly subsets. A degradation of
performance would result from the use of the weighting functions on dissimilar
words. What is required, therefore, is a technique which is able to focus its
recognition for simitar sounding words, but which remains unaffected for words
which are obviously different. Such a technique is described in this paper.

& network type data structure is derived automatically Erom reference speech
patterns [5]. Alternative paths through the network correspond to the
different constitutent patterns, but the network is 8o constructed that
regions not contributing to the difference are integrated into common patha.
In this way irrélevant variations in these regions cannot have an adverse
differential effect on the recognition decision. In the case of "stalagmite"
and “stalactite" the network would rake the form:-

gﬂl
vseala” ite"

et
CONSTRUCTING A DISCRIMINATIVE NETWORK

In order to construct a network of the type just described it is first
necessary to determine in which regions a network should branch, and secondly,
te provide a scheme for combining Che information in regions where the network
is integrated., Both Moore {5] and Rabiner [8] have proposed the use of a
standard DTW algorithm as a solution to the first of these.

Suppose that v=[V(i}i1%i#I] and H={H(j):12j€J] are two samples of speech,
where V(i) and H(j) are vectors which characterise the speech signals at times
i*and j respectively. The cumulative distance between V and H is found by
dynamic programming wsing the recursive equation

D(i,j) = min (p,q)ep [DCi-Paj-a)+d(VCi),H(iI}]

where P is a set of simple productions and d is a wetric on the set of
vectors containing V(i) and H(j)}. Hence the distance D(1,J) between the twa
patterns is the sum of the local distances d{v(i},H(j)) along the optimal Ctime
registration path (see [6] for a full explanation of the terma).

If different examples of the same word are compared, then one would expect the
local distances to be small. As a consequence the total distance between the
patterns would be amall. On the other hand, if examples of different words
are compared, then the local distances would be high. 1f, however, two
different but similar sounding words are compared, then some local distances
would be small (the similar regions) and some local distances would be large
{(the differing regions). Hence the local digtances may be used as a guide to
the formation of & network.
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The algorithm for comstructing a network From two speech patterns is thus as
follows:

For every point (i,j} on the optimal time registration path
perform the following actions; if the local  distance
d(v(i),H(j)) is greater than some threshold T, then retain
the vectors V(i) and H(j) separately, otherwise average V{L)
and H(j) to form a new vector.

Obviously the diseriminating power of the network depends crucially on the
value of T. Too low a wvalue will separate the speech patterns entirely,
whilst too high a value will produce a single averaged pattern with no
discriminating power. However, the arguments put forward in this paper
suggest that between these two extremss there might be & value of T for which
digcrimination is hetrer than that obtainable using the original patterns.

EXPERIMENTS

In the following experiments acoustic analysis was performed using a 19
channel vocoder, producing one vector every 20ms. The metric d was Euclidean,
and P was the ser {(1,0),(1,1),(0,1)]. Ten examples of "stalagmite" and ten
examples of “stalactite" were obtained from a single speaker {speaker-aA) as
training data. From these, one example of each word was selected as a
reference pattern. A further 50 cxemples of each word were then obtained from
the same speaker to form a test set. The Lest set was then recognised by
matching it against the twe reference patterns wusing & standard DiW
algorithm. As expected no errors were made since speaker-A is known toe be a
consistent speaker. Therefore, in order to introduce gome independent
variability, 50 examples of each word were obtained from a sgecond speaker
(Speaker-B). These were then recognised using speaker~A's references and an
error rate of 50% was obtaioed, Networks were then constructed from the
reference patterns and recognition proceeded for speaker-B's test set at
various values of the thresheld T. Figure 1 shows how the error rate drops to
11X at sn intermediate value of T. The correaponding network is shown in
Figure 2. At this threshold value the recognition rate for speaker-A was
still 100%. .
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Fig.1: Error rate-vs-threshold. i H

Fig.2: “Stalagmite-stalactite"™ netwerk.
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The experiments were repeated for the difficult alphabet pair "bee—dee" wusing
references Erom both speaker-A and speaker-B. Again discrimination  is
improved using a network. It wasz also apparent that speaker-B was less
consistent than speaker-A, s0 three more experiments were conducted on
gpeaker-B alone. Table 1 gumparises all the results. In each case a network
was able to overcome some of the irrelevant variability in the data and obtain
an increase in recognition accuracy.

WORD REFERENCE TEET NORMAL NETWOREK
PAIR SPEAKER SPEAKER DIV
stalagmite-— A A 0 0
stalactite B A 50 11
A A 3 5
bee—dee 3 B 3z 13
A B 6 2
B A 48 L4
tee ~dee B B 28 10
kay-jay B B 4 2
5-9 B B 15 11

Table I: Percentage Error rates for the network experiments.
DISCUSSION

The experiments veported in this paper have shown how an integrated
discriminative network can improve the performance of an automatic speech
recogniser by focusing recognition onto the important regions of a speech
pattern. As a one-pass algorithm, it has a significant advantage over the
two-pass solution proposed by Rabiner amd Wilpon [B]; a network prepared from
two similar sounding words can be used within a larger vocabulary with no
modification. Similarly, further words cam be integrated inte an existing
network with relative ease.

The experiments have also shown how the effects of cross-speaker variability
can be reduced. This confirms the hypotheasis, put forward recently by Gupta
and Mermelstein {2], that a reference network might aid speaker independent
word recognition.

A practical advantage is that a network can provide very efficient atorage of
reference speech patterns. Consequently computation during recognition can be
reduced significantly, This aspect has been recently emphasised by Tanaka et
al [9) who have demonstrated a similar scheme for handwritten character
recognition.

However, perhaps the most important feature of the discriminative network is
thaet it is derived automatically simply on the basia of a game /different
contrast between speech .patterns. Consequently, the different branches of a
network, being determined acoustically and semantically, could be considered
to constitute 'phonemic' segments. Thus the discriminative network can be
seen as A step towards the phonetic networks of Jelinek [3], buc without the
need for vector quantisatiom, and also as a possible implementation of Klatt's
wodel of speech perception [4]. '
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