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ABSTRACT

This paper describes a Ipeclal hlealy machine called a gen-
eraliaed stochastic transducer (GST) used to infer letter-
phonetne correspondence from a large act of word spelling
and their associated phonemic fortut. T'he maiu idea it to
use the transducer to define the most likely alignment tor
each word and based on the alignment, eorrupondencen
are obtained according to the {our neighbourhood connect-
tivity. We compared the performance at the inferred cor-
respondence- with the mutually-derived corrapondencel,
with theinlet'xed correspondences uling the delimiting and
dynamic programming (DP) ledtttiquen and with the GST
used directly for translation.

I. MO'HVATION

The delimiting and dynamic programming (DP) techniques
[I] (DD) can infer correspondencea that can 'ield similar
performance with the manually-derived ones. However. tlte
estimate of the relatite index n of the association indicet [2]
are Inaccurate tor long words although the deiimilitrg algo-
rithm reducu the length of the word for the DP algorithm
beiote inference. In addition, there is no formal basis for us-
ing the delimiting algorithm and the delimited part at tlte
word in defined by the minimum Euclidean distance that
he no relation to the tramlatiott model. An alternative it
to assume that stochastic phonographic transduction [J] it a
valid ltnntlalitm model and a rte'ehaatie transducer ritttilnt
to the one in [4] in built to align and rubsequently to infer
concepondencea from the training data. In this way. cor-
respondences are obtained consistent with the trantlation
model..

 

2. GENERALISED STOCHASTIC
TRANSDUCER.

The basic idea in to define a simple finite-state transducer
(EST) that can align any word tpelling with the associated
ronunciation. Since there are more than one possible align-

ment, ttatiatical modelling ia introduced to define the beat
alignment an the must lilter one. The fast implementation
of the Vitexbi algorithm determines the ML alignment [5]
and using the alignment of the mud. tt'e cluster individual
letters and phonemes along the Mt. path to {arm letter-
phoneme cotrelpondencee according to the lour-neighour
connectivity [5]. The inferred correspondents are checked
with the existing net of carmpondenccs. If there it identi-
cal eorrapondence in the set. the inferred correspondence
it diacnxded; otherwise it in included in the act.
To inter corrapondencea. the hm task it to estimate

the probabilities at 651' Which may require several passe:
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through the training data. After the probabilities are eati-
rnated. each word in the training data is aligned by the GST
and correspondence: are inferred. When the entire train-
ing datezare procaed. a net at diltinct correspondence- are
obtain .

1.1. Definition

a GST is a stochastic vercion of I special Mealy machine
[7) defined an a aept—tuple (Q-Eo. A.n,qe.F.a') where
Q = (1..) is a set at utaten. 1:. it the put alphabet, l: in
the output alphabet. 6 ll the state lrlltliliotl function. it
the input-output mapping function. F = ('5’ is the net of
acceptor state: and r is the net of probabilitiec. The ttate
transition function of CST in defined Is:

 

“We-a) = v.

where a e (s. u (1)) and the mtpphtg function in defined
MI

Memo) =5

whete b e 1:, u (:1) given that t(q.,t) ,-s L Effectively.
we are using a set o corteepundencu E:

((n,b)]-(n = b = r))

as the terntinall of the phono raphlc grammar. Building
tltia set of correspondencea on y need the input and out-
put alphabet which are known in any raphernoto—phonente
cont'eraion whereas phoneme models 8] have to be spedl'ted
manually.

2.2. Statintlcnl Models
Thete are three statistical modela that define the probabil-
ities of the most likely alignment. Thse models are called
the independent. hidden Markov and Markov model: (fim
order). The difference between there model: in how the
conditional probability:

p(n‘|n"‘..... n‘) e insanity". shut-teen") (l)

in the lentential derivatione [3] are limplified to. For the
independent. hidden Marlrot' and Markov model, equation
(l) in reduced to the following three equations respectively:

 

   rUi’lR" It”) = tan _ _ <2)
MIR” .n") = MFlu’Hptn’lu’“) (J)
rtfl’lR"’.----R°) = MW") (4)
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Figure l: Flu-mating all possible alignntuIl-I an in oak. Each-
aliptment la apathon the table [mm [(0.0) to l(lo.-|+l.|fl.l+l).

For the hidden Markov model. we assume the follow-
ing two conditional independencu hold in order to simpliiy
equation (4) to (a):

vifi"'.u"16’."l =p(u’lu"‘) * r(5”'ltt’“)
HEP", u"'lu’) = PU’III’) x p(6"'.u"‘lu’)

We tound that the number of Oonespondencel inferred
by the 651' using the hidden M alkov model it Imall
enough for evaluation (Le. 1082 correlpondences) whereas
the other two statistical model: infer over 1500 correspon—
dence! which cannot be evaluated. Thus. in the following
discussion. we refer to the CST-inferred correspondench an
the set inferred using the hidden Markov model.

2.3. Estlmntlng Probabilities
The conditional probabilities in equation (2.3.4) are esti-
mated from the training data. Aoeording to the frequency
interpretation of probabilitiu. we can count the number ol
time! correspondence: have-been used in the alignment: at
all the word! in the training data. assuming that all possible
alignment! of a word is equally likely. However. the num-
ber of possible alignments ota word N. grows in a factorial
manner with respect to io.-| and 15.1:

lfltlN-=:<.,!r:u)('"-L+v)
ruo

An alternative is to use atable to enumerate all the possi-
ble alignment. and then count the transitions on the table
(ie. the probabilities; Figure l). The number at updates
N. in thin one is quadratic:

N. = 3 x |o.-l x Iflrl +4 X (In-1+l3-‘ll4’5

Still another technique is to use dynamic programming to
calculate the number of times a pa ular position l(:, y)
is visited according to the I'ollotving recursive equation:

 

Mm) = m: — l.r)+N(z.v — 11+ Nu — l-li‘ 1)
where N(z.' il the numlzer o!alignment-l reached [(1. y)
from I(0. 0). owct'er. we used the previoul method for the
in a] estimate of lhe prohahililiel which incur in procm
ing lime and space than the dynamic programming tech-
ntque.
A better climate of the prohahilitiu is obtained by re-

estimation [3}. However, Lult and Damper [.1] showed that
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Figure 2: The ML alth of the and male ualni G“. D
that ihen deriving conspandeneu. transition 3 and tun-ii
t are combined to produce the wrrelpondenoe (he. Ikl). '
bottom right diagram thou: the sohematie moment-Alon at
latent types at tranailialtl. Type 1 and type it dams Iran-m
that are connected as defined by the tneighhourhood oolu
tivity. Type a tranaillonl repreaent a break from the lollaI

Intuition in llte ML airplane ‘

three restimation it rmall and therefore, we limited
number of reeslimation lo 2 aince each rte-estimation t
a long time.

the increase in performance in ML translation alter twj

2.4. Deriving correspondences J

The CST can be used directly to translate word apellt
but it is used to inter correspondence: in order to eli
nate null-letter correspondence: (gut) and null-phone
eorrespondeneea (5a,!) where 5. is a letter string and
is a phoneme string. The (ornter increase the eomplei
of the Vilerhi algorithm and the latter can cause durat
modelling problem [9] when the ltidden Markov stat'
are used (equation 3).

For each word r' in the training data, a table l(.. .) it
to enumerate all poseihle aligninan at Ihe word spellin
and the assoeiated phonemic form ,9. (Figure 3). The
alignment it found using the Viverbi algorithm which I:
at 101.0) and ends at l(lo.]+l, mil-H). Each position I
represent: the state readied from [(0. n) which is allay
since there is only one state in Q There are three ty
state transitions in l(., .) according to 6:

02.15)]: E 2..b = t
(o.lt)lo = 1.5 e l".

‘ {(a.b)I- e Lube p]

These transition: (Figure 7) can be used to define uh
letter! and phonemee in the word 5 are linked togethe
furn- corrspaadeneea. It‘ the letters and phoneme are
nected along the ML alignment by typeI or type 2 tr
tiont. then they can be grouped to form correspondent
Letters and phonemes are grouped starting tram'lm, a)
loving the Ml. alignment until at l(x,y) where a ty
transition is encountered. At this point a correspond
is formed and the neat cormpondence derived slart
[mm H: + Ly+ 1).

For example. the word (mol-e,/tnellt/) il aligned in l
ure 2. Based on the ML alignment. the first corrup
denoc found is (m./m/). The next correspondence lot
is (a./cl/) and the Ian eormpondence is (kn/Id). h‘
III-'- the word boundary character at the end oi lhe
alignment it not included because a special correspond:
(#.//) is reserved for it
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Figure a: Performance of the Lawrence and Kine. DD inferred
and 651 infer-red corrupondenea including in. performance of
the (:51 used directly for translrttioct. Note um vertical axis
scaling are .11 different.

it. EVALUATION

We evaluate the CST-inferred correspondences by compar-

ing tlteir performance with the Lawrence and Kaye set [ltt]

which are manually derived, the inferred correspondences

using the DD techniques [1] and the GST (section Li)

used directly for translation. The perfortrtance is measured

from the training data. unseen words. country names. bibli-

ographical names. forenames and novel words as in [I] (de-

noted as A. D, C. D. E and F reapectitely in the Tables).

Non-parametric statistical l5" are applied to determine if

there are significant differences in performance between the

different sets of correspondences.

:.1. GST for translation

\t'e matte a minor modification of the GST when it is used

to find the Ml. translation: i.c. eliminating null-letter cor-

respondences to simplify the task to find the ML transla-

tion as in [4] because null-letter correspondences increases

the complexity of the \iiterbi algorithm and the number

of words that cannol be translated because of deleting the

null-letter correspondences is small.
' the GST uses a set of l172 correspondences

(section 2 ). Using 26 orthographic characters attd 45

phonemic symbols (i.e. H phonemes and an 1 character),

"70 correspondences are formed. In addition. two corn-

spondenees are added for word boundaries and the total

number of correspondences becomes n72.

 

3.2. Test

Figure 3 shows the alignment and translation perfor-

mance of the Lawrence and Kaye (L+K) set. the DD-

inferred set. the CST-inferred set and the GST used di-

rectly for translation (section 3.)). The performances were

obtained using the stochastic phonoyapltic transduction

scheme.
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Table I: Results of Friedman all-‘31}! of diflaences Mm".

performance for each sword set. It s < 9.24 at a > on. H. is
accepted; others-ire H. is rejected. Key: Corn; is “ID diflu'ent

comparison of two sets of wrsupoudenout G-L la the difference

between the GST and the Larerence and Kaye set. (i-D is the

difierenee between GST and the DD—infernd set. H-G is diflen

enees bet-wen the CST—inferred stl and the GST used directly

for translation. H—L rs difl’erenoe betueen the CST-inferer set

and the Lawrence and Kaye set. H-D ia the difl'erelta between

the GET-inferred set and the DD inferred set.

Table 1: Raults of Friedman analysis of difl'erenws for each

performance measure acron diner-cut word sets. It s < 6.25 It

a > o.t. we accept #1.; others-us M. t. rejected. For l'he 6-].

case, since 5 e'eas, I'e accept H. with reservation.

The GST used directly for translation shows good align-

ment performance across all the word sets. The alignment

performance of the GST-inferred set is excellent for train-

ing. unseen and have] words and P. is consistently better

titan the DD-iuterred set (a 5%). The alignment. perfor-

nrancc of tile L+h' set is lower than the CST-interred set

except for bibliographical names.

ltt general. the CST-inferred correspondences yield good

translation performance for training, unseen and not-cl

words. The mean perceptual error is around 10% and for

novel words, it is as low as 5%. The corresponding word

translation accuracy is around 57% for training and unseen

words. For not‘el words, P. is as high as 75%. The GST

used directly for translation yield similar performance with

the L+K set for training. unseen and novel words.

For country and bibliographical names. the CST-inferred

correspondences and the GST used directly for translation

yield lower performance tltan the other two sets of cor-

respondences. The difference in PH.) is particularly pro-

nouttctd {or these two word sets (i.e. C and D).

3.2.1. Stati‘rriealTem

Friedman analysis is carried out if there are any statisti-

cally signt cant differences in all the performances for each

word set, Table I shows the results of aggrequ difler»

ences in performance for each word set. Only, the differ-

ence in performance between CST-inferred set and GST,

and between CST-inferred set and L+K set are significant.

Friedman analysis was also carried out differences for each

performance measure acros all the word sets. All of the

comparisons are significant excepl the 651‘ versus L+K set

which is only marginal.
The Wilcoxon signed ranks test was used to determine

indh'idual differences in all the performances of two sets of

correspondences (i.e. ll-G and H—L in this case) for each

52‘
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Table 3: Rerultr arming \Vilcoxon tigned rat-do tell to determine
whether there are significant. dil'kruwes in all the performance
rrteasuns of two acts at conespondenees for each word net. The
\Viloorton lutiuiu are found only for "-0 And H-L become H.
in accepted (or the other contparirona (table I). ll H” < n at
a > o.t. we accept. ".7: otherWiIe H. n rejected.

word set (table 3). In general, the CST-inferred corre-
spondences were better (a 3.5% to 4%) than the GST
used lo! translation and the L+l\' set in P. and P“ only
marginally significantly. In addition. the CST-inferred
correspondences yield marginally better PN“ performance
(a: 1.88%) than the L+K net.
The \Vilooxon test was also applied to determine if there

are significant diKercnces in each performance measure
across all the word set between two sets of correspondences
(table 4). In general, there are no signifirim ditl‘erencer in
P...) and P‘” between any comparisons Comp although
the corrapondences inferred using GST is marginally bet-
ter than the GST used directly for translation with a higher
median P“. of 1.46%. The CST-interred correspondences
and tlte (351‘) used lar translation have better alignment [rer-
l’ormance than L+h' and the DD-inl’erred correspondences.
in terms of word translation accuracy. the CST-interred
correspondences yield better performance than the L+l<
set (i.e. 7%) and tlte CST used for translation (i.e. 5.47.)
which lll ltrm it better than the DD-inlerred set.

4. CONCLUSION
An algorithm that infers correspondences using a gener-
alised stochastic transducer is described. The inference p")
ceu iaeonsistent with stochastic phonographic transduction
and correspondences are obtained on the basis of reduc-
ing translation complexity and the reduction of duration-
modelling problem. The inlerred correspondences have high
alignment and translation performance for training, unseen
and novel words. For training ind unseen word. the mean
perceptual error is moderately lou-er (he. = 2%) than the
rottnectionist model (or British RP [11.12]. For novel words,
the mean perceptual error is as low as 8% and the corre-
sponding word translation accuracy is 75%. However, for
proper names. the CST-inferred correspondence has slightly
lower alignment attd translation perlormance than others.
The interred correspondencea yield better word translation
accuracy titan the 651‘ used directly {or translation.
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