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1 INTRCDUCTTON

The feasibility of using electramagnetic forces to control shaft vihrations has
recently been a subject of attention from a mmber of researchers and
successful applications of bearings and dampers in rotating assemblies have
been reported [1,2,3). A flexible transmission shaft needs some form of
control to maintain its vibration amplitudes within reascnable limits when
passing through its critical speeds. Squeeze-film bearings have been shown to
be capable of reducing vibration amplitudes but these can normally only react
to the rotor displacement at the bearing locations. A ocontrolled electromagnet
(GM) located at a point along the length of a transmission shaft has also been
shown to be effective in reducing vibration amplitudes (2]. The CEM offers the
possibility of applying a force which is a function of displacement and/or
velocity at the CEM location or at a location remote from it. This allows the
implementation of a control strategy which responds to one signal or to the
welghted average of more than one signal measurement remote from the CEM
location.

The work reported to date on the vibration control of flexible transmission
shafts has mainly been concerned with reducing vibration amplitudes. No
adaptive control approach haa been reported which attemgts to menipulate the
shaft dynamics to suit the operating conditions. With the availability of fast
microprocessors and the inherent control flexibility of the CEM it is feasible
to formulate and implement a control strateqy which caters for changes in the
characteristics of the transmission shaft such as those cccurring due to shape
distortion and variations in mass unbalance.

Same magnetic bearing configquration proposed by past workers are shown in Fig.
1. The static member of that shown in Fig, 1a is the simplest to construct
but, in an attempt to combat eddy current effects, the rotating sleeve must be
made from rectangular laminations. Any lamination campleting the flux path
only does so faor a sort time increment and other laminations sequentially
perforn this function as the shaft rotates, A relatively long axial lergth is
needed to provide a given magnetic force. The radial flux comfiguration of
Fig, 1b makes lamination of both the static and rotating members easy, the
latter now being constructed from flat discs. A disadvantage, however, is
inefficient radial space utilization. Also the long narrow limbs lead to high
magnetic saturaticm, that is high flux concentration, at the magnet bases.

Magnetic bearings are best designed to operate in an attraction rather than a
repuleion mode, but in either case the basic inverse square law relationship
between magnetic force amd gap has to be overcame since this can lead to
instability. Schweitzer (1] describes a design similar to that of Fig. 1b in
which stability is achieved, together with the linearity of the force-current
characteristic by a differential ecircuit, in addition to ‘a circuit ensuring
premagnetization with a constant curent. Thus operation takes place about a
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non-zero steady state condition, Easier analysis and controller design are
assured by the improvement in linearity but bulky magnets are necessary to
dissipate the consequent heat produced by the premagmetization current.

A logical next step is to integrate all four magnets in to a single structure
as shown in Fig, 1c., However, there is here a high degree of interaction
" between the four poles, and consequently the magmet performance has to be
improved by special techniques requiring bi-directional drive amplifiers to
alter the direction of the flux as required {2). This disadvantage can be
overcome by using the four active/four passive pole congluration of Fig, 1d
(3], in which four uni-directional amplifiers can be used.

Fig. le shows a three pole active/three pole passive configuraticn as used in
tha present work, as it gives a better space utilizatlion than does that of Fig.
1d, as well as reducing magnet interaction. However, since the magnets do not
lie on mutually perpendicular axes, x-y, cross-coupling is introcduced between
these axes. This is counteracted by suitable software using a microprocessor
interface which in any case is essential for adaptive control purpeses. Also
it was decided to design for operation about a point of zero magnet excitation
as this obviates the need for an extra coil to supply a constant magnetizing
current. Thus resistive heating of the magnet coils is reduced and also thelr
weight and size. The whole device is required to exert dynamic rather than
static force components and hence there is no need from that point of view for
non-zero guiescent operating point. One of the main objectives of the present
work is to design software to condition the control signals so as to make the
magnets appear linear {and unooupled) in spite of using this zero-excitation

point.

The use of digital control requires the specification of the type of system
beat fitted to the particular application and with it the programming language
~high- or low-level, High-level languages require that the ocawputer stores
either a cawpiler or an interpreter program. This presents two difficulties:
the canmputer must have a fairly large storage capacity to store a compiler
program or each time the high-level language instruction is executed it must be
translated by an interpreter program. This is often too time consuming for
real-time control. A low-level lanquage obwviates both of these disadvantages
since each instruction has a one-to-cne relationship with its equivalent
machine ocode instrucation. The result is that the program is executed at wvery
high spead, For this reason and due to econamy of memory space, low-level
lanquages are widely used for dedicated microprocessor based systems.

The rotor system controlled by the electramagnets is shown in Fig, 2, and the
final electramagnet configuration in Pig. 3. The overall system including the
microprocéssor and associated peripherals is shown in Flg., 4.
olectromagnets, their drive electronics and some results obtained from the rig
to date are presented.

B 2 THE ELECTROMAGNETS AND THEIR DRIVE ELBCTRONICS

A block diagram of the electramagnet system designed for the present work is
shown in Fig, 5. Each power ampilier, A, which drives a magnet coil, C, is of
the switching type, employing pulse-width modulation to reduce power losses,
It is designed to operate at a maximum a.c. input of 220 V r.m.s. and as a
result approximately 300 V d.c. 1s available to drive each coil, with a current
limit of 10 A, but with available capacity up to 15 A.
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The electromagnet configuration of Fig, 3 consists of six radial poles - three
active and three passive - the latter acting as return flux paths, The
electromagnets and the rotor sleeve were constructed from 0.1 mn dise
laminations to eliminate eddy currents up to approximately 300 Hz and the three
active poles were suitably energized to generate forces along the x and Yy axes.
This particular configuraticn was chosen because it utilizes the available
radial gpace more efficiently in terms of force than a similar structure
consisting of four active poles, and the number of drive amplifiers is reduced
from four to three. One disadvantage is the force interaction introduced
between the orthogenal axes, but as mentioned ahove, software is employed to
overcame this problem,

An electramagnet exerts a force approximately proportional to the scuare of the
magnet flux present at the pole face. It is also unstable in an open loop mxde
since, as the deflection increases towards a magnet, so does the attractive
force from that magnet. The system can, however, be made stable by feeding
back a signal vy produced by a Hall prube, which is propartional to the flux at
the pole face (Fig. 5). For any given coil and its series resistance, R, the
supply woltage, V, is given by: :

V = L(di/dt) + iR ' m

where L is the infuctance of the coil and i the current passing through it,
Thus:

iV = (1/R) GLLR + 1) (2)

where,/ is the Laplace operator,
If we consider, say, magnet No.2, then from Fig. S:

vi2= 82 - vip (3}
in which is the signal voltage from the digital-analogue oconverter on
channel 2 vy is the input voltage to the corresponding anplifier. Now the
voltage, vy, generated by the Hall probe is proportional to the flux, ¢, at
the probe face. Also, this flux is proporticnal to the current, i,, in the

magnet coil and inversely proportional te the gap, Z3, between the magnet face
ard the shaft. Thus: :

Viz= Sy,
‘Y= 32-—!(21((12/22')

Vig= Sp-KaK(1/2x) (Vo/R) fL/R41 )
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|
in which the woltage V,, supplied to coil Cp= avy,, where a is the amplifier 1'
qain,

|

o /T KK,a/R ]

v -3 # rmmmEmmm———

12° 72 2, (L LIR+1)
whence (L L/R+1)z,

: $,= sz/[ Kyt ==oooomoae2 ]

Hence, if a is large enough, ;‘d S,/K; and is independent of the gap, z;.

Since the electromagnets can only operate effectively in an attraction mode,
with no repulsion, then in order to overcome this undirecticnal forcing feature
in creating restoring forces to counteract displacements ¥ and X, the
excitation signals §,, and 53 to the three drive amplifiers, A, (Fig. 5]
would be constituted as follows:

= T . T/4 aT/4 T

a —1y1T/2  _[,T/4 T
5= -1¥17, (X175 =[X) 3444 (4)

sy= -(11T42 4 x)

where T is the periodic time,

These can be understood be referring to Fig. 6a. The top two graphs {(a) and {b

are the ¥ and X displacements. Graphs (¢} and (d) show, respectively, the

terms in Y and X contained in signal S,. Graphs (e) and (f) show,

_ ively, the termsinYanch::ntainedinSzaxﬁgraphs(g)axﬂ(hlthe
in ¥ ard X contained in gignal S3.

It will be noted that all three signals contain both X and Y components, This
is because magnets No, 2 and No. ] have to exert forces to counter X and Y
displacements, but in the process introduce uwanted X-dependent forces in  the
¥ direction. These are neutralized by additional X-component forces generated
in magnet No. 1 by signal S;. Assuming that a linear relationship exists
between the signals and the attraction forces produced by the magnets, then:

iT/4
T/4

tFy =a[-s1 + (52 +S3) cos 60 .]
Fy = (20!/.,5)[{52 -5;) cos 30}

where @ is a constant dependlent on the amplifier gains, Fig, 6j shows the way
in which F_ is constituted from the terms in Y and it is seen that F, is a
restaring foboe, that is, it is in opposition to the displacement, ¥, of’ Fig.
6a, Fig. 6k shows that no unwantad force is produced in the X-direction as a
result of the terms in Y. Finally, Fig. 61 shows that no unwanted force is
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produced in the Y-direction as a result of the terms in X, while Fig,6m shows
the way F_ is constituted from the terms in X, Tt will bs seen that F_ is
also a m{oring force, that is, it is in opposition to the displacement, §, of
Fig. 6b,

In fact, the force produced at each pole face is proportional to the square of
the flux at that face and hence to the square of the current supplied to each
magnet ooil, Thus, if there is a linear relation between any signal, S, and
its coil current then each magnet force will bhe proportional to 5 and ot to
S as assumed above. However, this can be partially accommedated by replacing
the multiplier 0.5 in the first of equations (4) by /0.5, the other two
equations remaining unaltered. The composite signals, S, thus appear as shown
in Fig. 6n., This is followed by writing Fy and F, as:

fi‘y sa (-(5,)% « 15507 +(5;)%) cos 60"}
Fy = (2a/03) (15,)% - (5,)2) cos30)

As a result, the forms of the forces produced in the ¥, ¥y directions are shown
in Fig. 6p, When combined to produce a polar diagram a significant third
harmonic is revealed (Fig. 6g}.

Linearization of each magnet device can, however, he achieved by using the
square root of the control signal input, S, to each magnet amplifier, This
input signal then produces a proportional flux, the appropriate square of which
is proportional to the force exerted on the rotor. The control signal §,
versus force output thus follows and approximately linear relationship and
allows the signal and hence force contributions of the three magnets to be
added linearly. :

The square root of a number can be found using software by computing a finite
mmber of terms of a series expansicn, but this can be time consuming in a
real-time application. A plecewise linear approximation to the function y= K
J5 was therefore used, where S is the control signal, and K is a constant, The
ahove function is divided into thirty-two segments of progressively greater
length, since a square root function varies rapidly around zero, and the
software computes the square in 9 ps on a 28002 CPU., The square root
procedure, when applied to the control signals of all three magnets results in
the polar force diagram shown in Fig. 6r, indicating considerable improvement
over that shown in Fig. 69, The software can be adapted, if required, to
campensate for the saturation of the magnet core material,

As well as being influenced by the square law non-linearity, the magnet forces
are also subject to current rate saturation in the drive amplifiers. This
occurs if more than the maximum drive voltage of the amplifier is demanded.
For the inductive loads presented by the magnet coils the current rate, dI/dt,
demanded is equal to the quotient, drive voltage divided by inductance, V/L.
Now for a current ¥ = I sin wt:

(ar/ae) To = V/L
ar : : .
? = GLL
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Thus the output current waveform could’ become distorted if more than the
maximm drive voltage is demanded, resulting in a drop in current gain with
increasing frequency and/or input signal amplitude., This is aggravated
somevhat by the square root procedure, which demands a higher current rate. 1In
principle, it is possible to condition the amplifier ocontrol signals to
campensate partially for this rate saturation but this may have a deleterious
effect on the stability margins of the device. Fortunately, in practice, the
current rates demanded are low encugh to be unaffected by any limitation in Vv,
partitularly when the restoring forces provided by the magnets are kept within
reasonable limits.,

A further potential problem is an additicnal drop in currrent with increase in
frequency due to the L/R time constant of each electromagnet coil and the time
constants of the filters in the signal conditioning equipment. However, the
bandwidth of the system 1s around 100 Hz, allowing shaft speseds of up to 6000
r/min, before the performance of the magnet system starts to deteriorate.

Other sources of instability in addition to the time constants of the
electromagnet coil and filter, are the delay (zerc-order hold) introduced by
the micro-camputer during manipulation of the sampled signals and the signal
clipping due to the finite word length used in the software, Also the loop
stability needs to be watched in the context of the switching amplifiers used.
These amplifiers, as compared with linear or Class B amplifiers, are more
sensitive to the type of load variations experienced in this applicaticn,
namely the coil inductance variation with rotor displacement.

3 OONTROL STRATEGY

An ideal control strategy would involve the measurement and feedback of all the
states {displacement and velocity conponents of all degrees of freedom) of a
raotor system, But even an approximate representation of a rotor system has
mary degrees of freedaom, which might well imply an impracticably large number
of measurements. If only two pairs of displacement and velocity components
along orthogonal directions are measured, then, assuming an approximate model
for the rotor dynamics, an adaptive feedback control can be implemented. The
lumped mass construction of the rotor (Fig. 2) makes its mathematical model
relatively simple. Assuming negligible intermal damping, the rotor vibration
can be represented by the following set of equations:

%33 2
Y = P. + [\] -
i j=‘| j( 3 my Yj] TP i=1 to 4

are the flexibility influence coefficients (m/N) relating to the
mass staH r 2amd 3, w is the rotor speed in rad/s, P; are the forces due
to mass unbalance, Y4 are displacement amplitudes at the mass stations and Ky
is the stiffness l.ntrCAuced by the CEM at station 4. The negative dynamic
astiffness curve at station 4 for this rotor is shown in fig. 7. Dynamic
stiffness is the rotor dynamic force at station 4 divided by dynamic
displacement, and the frequencies at which the neqative dynamic stiffness
equals the dynamic stiffness of the support at station 4 are the natural
frequencies of the camplete system. Thus the intersections with a horizontal
line Ky parallel to the w -axis give the natural frequencies @, (that is
critical speeds) of the rotor system.
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The £ response of the displacement at station 1 to mass unba force
P;=0.1x10" xd“'i_s shown in Fig.B8 both for K3 =0 and for K3 = 0.5x10 and,
as in Fig. 7, indicates the shift in natural frequencies due to the change {n
stiffness. A speed-dependent controller can ensure that the natural
frequencies of the rotor system are sufficiently removed from the mass
unbalance disturbance frequency (that is the rotatienal speed) by automatically
adjusting the stiffness, Kj.

It is alsc possible to introduce both stiffness and damping at station 4.If the

force Fy is made a linear function of hoth yq and yy t.e.
Fy= - KKy vg + K, vy)

then the resulting root locus of the rotor system with increasing values of

is shown in Fig. 9 for two different values of KdIKY. The intarsection of a

particular root locus curve and the critical damping line suggests an ideal

operating point for that particular natural frequency and illustrates a mare

camprehensive approach towards implementing an adaptive controller. It may be -
noted from Fig, 9 that the third natural frequency is influenced very little by

the feedback coefficlents. This is because station 4 i located very near to

one of the nodal points of the third mode of vibration., If a CEM with

displacement and velocity sensors were located at such a nodal point, this

particular mode would be both uncbservable and uncantrollable.

The continuing research programme will include an investigation of the
controllability and observability of the rotor mades at different, not
necessarily coincident, locations of the CEM and the sensor units. This study
will then be extended to formulate a state observer which would enable an
estimation to be made of the rotor states from a mininum number of
measurements. These state estimates will then be used to implement the second
of the above mentioned control stategies, namely, an optimal controller using
the model follower technigque. Knowing the influence coefficient matrix of the
rotor and the vibration amplitudes at a rotational speed sufficiently removed
from a critical speed, it should be possible to estimate a representative mass
unbalance on the rotor. As the mass unbalance is the source of the disturbance
inputs to the shaft, an optimal control algoritlm could be formulated such as
to counteract the disturbance in a suitable manner. With the CEM unit as an
actuator and the mummerical capability of the microprocessor it should be
possible to implement a system identification algorithm which would determine
variations in rotor characteristics, such as the mass unbalance, and make
suitable alterations to the control algorithm. The algorithm could be made
adaptive in the sense that it could follow a stategy whose attributes are
suitable for traversing the particular speed at which the rotsr is operating.

Fig, 10 shows some typical response curves taken from the rotating assembly of
Fig. 2, sample values of stiffness and damping provided by the controlled
electromagnets being indicated. These serve to indicate how the critical
speeds can be altered and the peak responses hrought down to acceptable levels.
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4 OONCLUSTONS

The results of this research indicate that efficlent and compact electramagnets
have been designed to contrel the vibrations of a supercritical rotating
assembly in an effective manner. By the use of a microprocesscr, software has
been designed to overcome any problems of cross-coupling between othogonal axes
and of inherent non-linear force-deflection characteristics in the magnets, By
tha , same microprocessor a considerable degree of control can also be achieved,
as indicated in Fig. 10.

The research programme will he ocontinued with a view to formulating and
implementing suitable control schemes and it is expected that the information
and experiente so gained will be applicable to a variety of transmission shaft
conflqurations,
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(b)

Fig. 1 Viable magnetic.bearing configqurations

Proc.l.O.A. Vol8 Part1 (1986)

T

181



Proceedings cf The Institute of Acoustics

VIBRATION CONTROL OF A SUPERCRITICAL SHAFT

Fig. 2 Rotor and electromagnetic device:
span 1.256 m, total mass 30 kg

|

Rotor
Rotor sleeve

Eleciromagnet
configuration

Fig. 3 Active pole electromagnetic configuration:

radial air gap 2 mm, radial stiffness

1-10 x 10° N/m
peak power requirement 200 W
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Fig. 5 Electramagnetic system
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Fig. 6q Polar force diagram Fig. 6r Improved polar force diagram
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Fig. 7 Negative dynamic stiffness curve and
shifts in natural frequency due to K,
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COMPUTER SIMULATION IN ACTIVE NOISE CONTROL
P. Sjosten (1), P. Eriksson (2) and I. Claesson (2)

{1) Dept of Acoustics, Chalmers Univ of. Techn, Gothenburg, Sweden
{2) Dept of Telecom Theory, Lunds Univ of Techn, Lund, Sweden

In the recent developement of active noise control systems, adaptive digital
filters have become widely used. The reason for this is quite natural, since
the properties of acoustic systems tend to vary (depending on temperature,
etc) with time and since adaptive filters have the ability to change their
properties continuously according to some minimiZation criteria.

Figure 1 shows the simplest possible layout of an active noise control system.
Hye is the acoustic frequency reaponse function from the source signal, x to
the residual output signal, ¢ and is the filter response. The residual
output from the noise canceller is used by the adaptive filter to optimise its
response.,

The residual error can be minimized according to different criteria. Cne is
the least mean square {LMS) criterion, in which the mean output power is
minimized. A number of algorithms based on this criteria have been published,
as well as papers concerning their convergence properties, e.g. [1] [2]. .

HKE
Gy
Ree
{a)
hye
x(X) N (k)
he,n
{b)

Figure 1. Simple model of an ANC system.
8) frequency domain, frequency response functions
b) time domain, impulse response functions.
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No matter what criterion is used, the algorithm is most often based on the
presupposition that the digital filter is a transversal filter since this kind
of filter is well suited for adaptive implementation. ’

Equation 1 shows the general form of the frequency response of a transversal
filter.

N=1
H{f) = T ¢ Hylf) (nm
n=0

where for a common FIR filter

Hn(f) = aj2nfn . ) (2)
and cp is real.

Many acoustic systems show resonant behaviour .in the frequency response func-
tion, and for these systems, it may be advantdgeous to choose a filter func-

tion with resonant character, instead of the one specified in eq 2. One may,

for example, choose a Hp{f) according to equation 3,

r

Hn(f) = H {f-nAf), n€Nn&§ns, 0€n €ns € N-1 )]
1 - | fsaf ], lfisar - . o

Hy =
o, eIsewhere

One method of evaluating the results for differaent filter functions, is by
means of computer simuiation. The corresponding time-domain functions to
those specified in figure 1a, are shown in figure.1b. The impulse response
hxe,N 18 calculated as the inverse transform of the frequency response func-
tion, Hye(f}. The later function cen easily be measured, e.g. with an FFT
analyser.;

The two functions are fed with noise from the same source, and thq_épebfruﬁ of
the noise, @, is filtered to hove the game spectral density as the primary
nolse source. B

By studying figure 2, we can directly compare the results from two computer
simulations, using the filter functions in eqs 2 .and 3 respectively.

Fig 2a shows the measured transfer function, displayed for that part of the

frequency domain where 8y(f) is mot zerc. Figures 2b and ¢ demonstrates the
response of the two adapted filters, both having a filter length, N, of 38.

v
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Magnitude (volts)

. 3:25 W 0.4 .45 Y J.4
{a) . (b} A (1]

4

Figure 2. v is the normalized frequency, f/fs, g is the sampling frequency.
a) measured frequency response
b,c) computed response

From figure 2 we can draw the conclusion that the filter function in eq 3 is a
better choice for this particular case, since the adaptive filter response
shows a better, agreeement to the measured response using this function.

The simple layout in figure 1 may be good for a first approximation, or a
first check of different filter functions. A more accurate prediction of the

efficiency of the system requires a better model of the complete system. An
improved model is shown in figure 3a. '

Here, we have incorporated two transfer functions, H: and H:. These include
the properties of microphones, loudspeakers, anti-aliasing filters, ampli-
fiers, etc, and specifically for H:, the mcoustic transfer function between
secondary source and €.

By rearraging the blocks according to figure 3b, we now cbtain the.dptimal
solution for Hyg as

ﬁxs(f) = Hyg / HiHa ‘ {4)

Using this model, three frequency response functions are measured, Hy., Hv and
Hi. Hye is then formed according to equation 4 and its inverse is calulated,
as before. .
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Fign 3. Isproved model of the ANC system
a} straight forward fora
b} rearranged form.

Me have by this sanipulation reduced our improved model to the simple model in
figure 3, but now with a different input signal and another optimal frequency

response.

A computer sisulatfon, using this compounded frequency response function, may
point at the necessity to further “improve® the filter function to obtain an
optimal fit between the “true™ frequency response function and the response

of the adaptive ¥ilter.
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