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The Head-Related Transfer Functions (HRTFs) are spatially continuous while the traditional
acoustic measurements are not available to meet this demand. In this paper, we present a spatial
fitting method for HRTFs on the basis of a few discrete measurements. We first make the HRTF
matrix and the corresponding direction matrix normalized. Then we build an algorithm model
between the normalized direction and HRTF matrices with partial least square regression, and
determine the number of principle component by cross validation. After that, the regression was
implemented on each of their principal components. Finally, the regression equation was
recovered according to the inverse process of normalization. We also verified the effectiveness
of this method through calculating the similarity between original data and predicted data. The
experimental results show that our method is available in spatial fitting of HRTFs.
Keywords: binaural hearing, HRTFs, PLSR, spatial fitting

1. Introduction
The study on binaural hearing has been increasingly noticed, which includes two responses of

human hearing system to sound events--subjective attributes and spatial attributes. As for the spatial
attributes of sound events such as the distance and location, the head-related transfer functions
(HRTFs) is a vital cue. HRTF is the transfer function between the human ears and sound source,and
it describes how sound wave is filtered by the pinna, head, and torso of a listener as it propagates
from the source to the ear drums in free space[1-3].

As for usual, experimental measurement in limited directions is the most direct way to obtain
HRTFs in discrete directions. However, HRTFs are spatially continuous in free space. That means,
the measurements are not available to meet the spatial continuity of HRTFs. Thus, making the
discrete HRTFs spatially continuous is a significant work in related research. Commonly, HRTFs of
unmeasured directions can be inferred from those of the measured directions with interpolating
calculating such as adjacent linear interpolation, bi-linear interpolation, trigonometric interpolation,
etc. Generally, the interpolation accuracy increases with the descending of sample interval.
Meanwhile, the interpolation effect depends on the interpolation methods, frequency range, spatial
direction, and the HRTF data.

Previous research efforts attempted to fit HRTFs spatial continuously with different
interpolations. On the HRTF database of VALDEMAR artificial head with spatial sample interval
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of 2°, Christensen[4] analyzed the interpolation effectiveness of HRTF minimum-phase with
different elevation angles. The results show that the high frequencies correspond to larger errors.
Nishino[5] compared the effects of adjacent linear interpolation and cubic spline interpolation of the
minimum-phase of HRTFs in the vertical plane. The results show that cubic spline interpolation
obtains better results when the sample interval is lager and homogeneous while the adjacent linear
interpolation is more effective when the sample interval is well selected. Wightman [6] studied the
bi-linear interpolation of personalized HRTFs through psychological experiments of sound image
localization. The outcomes show that the HRTF interpolation in the condition of minimum-phase
approximation acquires considerable localization results with which of the actual measurements. On
this foundation, Wenzel[7] studied the bi-linear interpolation of non-personalized HRTFs with
sound image localization experiments. The results indicate that bi-linear interpolation of HRTFs in
both direct and minimum-phase approximation conditions gain less localization errors.

In this paper, we propose a new method to fit HRTF continuous in space on the base of a few
discrete measurements. Our results show that the unmeasured HRTFs of spatial direction can be
inferred effectively with PLSR algorithm.

2. Database Description
In this paper, the database contains 56 male subjects aged from 25 to 45 with their

anthropometric features and the Head-Related Impulse Responses (HRIRs, the denotation of HRTF
in time domain) in 1190 directions. All the HRIRs are 800-sample long with the sampling
frequency at 44.1 kHz, meanwhile the measurement distance was fixed at 1.5 meter.

3. Partial Least Square Regression and Spatial Continuous HRTFs

3.1 Partial Least Square Regression
Partial Least Square Regression is an expansion statistical method of classical Least Square

Regression aiming for finding a linear combination from dependent variables to explain the
variation information of independent variables. In this paper, we model the spatial location of
azimuth and elevation with HRTF phase and magnitude respectively to construct the continuous
model of HRTF in space.

As for spatial points, each one can be described with a coordinate ),(  , in which  stands for
the azimuth and  stands for the elevation. The dependent variable matrix 2NX consists of
N different spatial direction and the independent variable matrix LNM  and LNP  consist of the
corresponding magnitudes and phases of HRTFs, where L stands for the length of samples in the
matrices.

The first step of PLSR is to normalize the dependent and independent matrices. The
normalization process is conducted as the equation below:
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Where *
ijx stands for the normalized value of ijx , ijM and ijm stand for the maximum and

minimum value of ijx respectively. The normalized matrices are 0X , 0M and 0P .
The second step is to construct the internal and external relationships between dependent

variables and independent variables, and implement the regression of 0X and 0M ( 0X and 0P ) on
the first component:
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Where 1t represents the first component extracted from 0X , 1p and 1r represent the regression
coefficients, 1M and 1X represent the residual of 0X and 0M respectively.

Next, replace 0X and 0M with 1M and 1X and repeat the second step for a times until the
accuracy of regression equation meets the requirement, in which a is determined by the cross
validation expressed below. Then, the estimation of 0M can be denoted as:
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Finally, according to the inverse process of normalization, the regression equation can be
restored.

)(XfM  (4)
The specific calculation process see [8] in detail.
The PLSR model between spatial direction and HRTF phases is the same way as before.

3.2 Cross Validation
Reject the ith (i=1,2,...,n) observed data each time and construct the PLSR model with the left
1n data. Meanwhile, fit the regression model after )( rhh  components’ being extracted, and

then put the ith rejected data into the regression equation to obtain the predicted value of )(hbij


of

jm ),...,2,1( pj  on ith observed data. For each ),2,1( nii  , repeat the validation. Thus, the
prediction error square sum of the jth variable with h extracted components can be expressed as:
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The predicted error square sum of T
nmmmM ],,,[ 21  can be wrote as:
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Besides, fit h regression equations with all the samples. Herein, denote the predicted value of the

ith sample as )(hbij


, further, the error square sum of ih can be denoted as
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and the error square sum of M would be:
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The number l of component extracted corresponds to the least value of )(hPRESS . The
effectiveness of cross validation is defined as:

)1(/)(12  hSShPRESSQh (9)
In this case, in the end of each modeling, calculate the effectiveness of cross validation until

22 95.01hQ . That means the model contains h components has met the accuracy demand.

3.3 Spatial-continuous HRTFs
According to the models above, the unknown HRTFs can be synthesized with the corresponding

magnitudes and phases:
)]sin(*)[cos(*)( PiPMnH  (10)
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4. Experiments and Error Evaluation

4.1 Experiments and Results
We selected one subject with integrated measured HRTF from the database to model the PLSR

relationship between the spatial location and HRTF magnitude and phase. The range of spatial
location is of the azimuth from 0° to 360° and the elevation from -30° to 30° with the integration of
10°. Meanwhile, we left out some spatial location with measured HRTFs (case in point, we have
measured the HRTF of location (0°, 45°), and we made this direction as the test data) to be the
verification group using for testing the accuracy of the model.

Figure 1 shows the predicted and measured phases of direction (0°, 45°) and (0°, 135°), figure 2
shows the corresponding magnitudes.

Fig 1 Measured and predicted data of HRTF phases

Fig 2 Measured and predicted data of HRTF magnitudes

4.2 Error Evaluation
We test the PLSR models with some measured HRTFs by calculating the similarity of phases

and magnitudes predicted and measured. The formula for calculating the similarity is:

yx
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where yx' denotes dot-product of measured data x and predicted data y , x and y denote the
norm of x and y respectively. A larger value of ),cos( yx represents a less similarity of x and y .

Table 1 gives the similarity of magnitudes and phases in different spatial directions.
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Table 1 Similarity of original data and predicted data

magnitude phase

left right left right

(0°, 45°) 0.811 0.833 0.893 0.897

(0°, 135°) 0.796 0.767 0.826 0.882

(0°, 225°) 0.762 0.789 0.832 0.787

(0°, 315°) 0.790 0.818 0.855 0.839

The results show that, the predicted phases and magnitudes are similar to the measured ones.
Comparing the similarity of magnitudes and phases, apparently, the latter one has a larger similarity
than the former, which indicates that the PLSR model between the spatial direction and HRTF
phases obtains a higher accuracy.

5. Conclusion
In this paper, we proposed a new method to construct a spatial-continuous model of HRTFs. We

studied two partial least square regression relationships between spatial directions and HRTF
magnitudes, HRTF phases with some measured HRTFs in different direction. Then the unmeasured
HRTFs in space can be synthesized through the predicted magnitudes and phases. Our experiments
suggest that the regression models are effective, which provides a guide that the HRTFs can be
inferred from a small amount of measurements by some statistical fitting method.
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